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Introduction to diffusion process

(Forward) Diffusion process (adding noise)

Drift term Diffusion term

SDE:

Brownian motion (Wiener process)

Standard 1-d Brownian motion

f=0, g=1
Ornstein–Uhlenbeck Process

f=-1, g=1



Reverse process (denoising)

Anderson’s theorem Reverse-time Brownian motion

Forward process (adding noise)

SDE:

Introduction to diffusion process
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Picture from Song et al.

Introduction to diffusion models



Score-based diffusion models

However, we do not know the score function. We only have training images.

Learn the score function from the training data!

Score matching objective [Song & Ermon (2019)]:

A deep neural network Forward probability

we know how to compute



Score-based diffusion models

However, we do not know the score function. We only have training images.

Learn the score function from the training data!

Score-matching objective [Song & Ermon (2019)]:

A deep neural network Forward probability

we know how to compute



• It is possible to further simply the loss:

Score-based diffusion models

where

A deep neural network
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Prob-Flow ODE

Reverse process 

Anderson’s theorem Reverse-time Brownian motion



Probability Flow ODE

prob flow ODE:



Sample from PF-ODE

• Empirical PF-ODE

• ODE trajectories are smoother than SDE trajectories

• To accelerate sampling, need to build better ODE solvers

• Several diffusion models are based on the above idea: DDPM, 

DDIM, DPM-Solver, DPM-Solver++

• Current best ODE solvers (DPM-Solver, DPM-Solver++) requires 

10-20 steps [Lu et al. 2022]

These ODE solvers can 

approximate the integration



Generated Images

Cifar 10

CelebA-HQ Song et al. ICLR 2021



• Intro to Diffusion Process

• Intro to Generative Diffusion Models

• Probability Flow ODE

• Latent Diffusion Models (Stable Diffusion)

• Consistency Models

• Latent Consistency Models



Stable Diffusion

High-Resolution Image Synthesis with Latent Diffusion Models



Stable diffusion
Idea: the reconstructions are confined to the image manifold (enforcing 

local realism), rather than on pixel-space (Diffusion in latent space)

Use an autoencoder in VQGAN (trained by combination of a perceptual 

loss and a patch-based adversarial objective)
Encoder E encodes image x into a latent representation z = E(x)

The encoder downsamples the image by a factor f 

Decoder D reconstructs the image from the latent, giving x˜ = D(z) = D(E(x))



Stable diffusion

Loss of Diffusion model: 

Loss from variational lower bound on p(x), which mirrors denoising score-matching

Loss of Diffusion model in latent space: 

The neural backbone of the model               is realized as a time-conditional UNet



Stable Diffusion: Text-to-Image
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Consistency Models

Picture from Song et al.

Goal: Accelerate inference

How: Learn a consistency function



Consistency Models

Consistency Property:

How to ensure such property?

Define the following consistency loss:

Here:

Explain in next page



Consistency Models

Previous ODE solvers requires many steps to 

generate high quality images



Consistency Models
We can distill a consistency model from an existing diffusion models



Image generated by CM

Picture from Song et al. 2023
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Latent Consistency Models

• Goal: 

– Synthesizing high quality images, like Stable 

Diffusion

– Conditional generation: text-to-image

• Incorporate classifier free guidance

– Very fast inference: 2-4 steps, even 1 step

– Allow easy finetuning on downstream 

customized dataset

Latent Consistency Models: Synthesizing high quality images with few-step inference

Joint work with Simian Luo, Yiqin Tan, Longbo Huang, Hang Zhao



Incorporate Classifier-Free Guidance

• Classifier-Free Guidance (CFG) [Ho & Salimans, 2022]

is an important technique for generating high 

quality images

• Given a CFG scale ω, the original noise 

prediction is replaced by a linear combination of 

conditional and unconditional noise prediction



Latent Consistency Distillation

CFG and more

advanced ODE-solver



Inference/Sampling

Two-step sampling

Add noise (forward)

Add Gaussian noise (forward)

De-noise (backward), step 1

De-noise (backward)

step 2



Experiments

• LAION-5B dataset: LAION-Aesthetics-6+ (12M) and 

LAION-Aesthetics-6.5+ (650K) 

• Training: high-quality 768×768 2∼4-step LCM takes 

only 32 A100 GPU hours for training

An orange cat is looking at its 
reflection in the mirror.



Experiments



High resolution images 

generate by LCM

4 steps



High resolution images 

generate by LCM

4 steps



High resolution images 

generate by LCM

4 steps



High resolution images 

generate by LCM

2 steps



High resolution images 

generate by LCM

2 steps



High resolution images 

generate by LCM

1 step



High resolution images 

generate by LCM

1 step



2 steps



2 steps



Finetuning on customized dataset



Finetuning on customized dataset

Pokemon dataset



Thanks



Latent Consistency Distillation
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