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Some Linear Algebra, PCA, Eigenface



Least Square



SVD



Geometric View



Geometric View



Principle Component Analysis

• First principle component: the direction that maximizes the variance (which is the first eigen-
vector of the covariance matrix  𝑋𝑇𝑋)

• 2nd principle component: the direction orthogonal to 1st PC and maximizes the variance

• Dimension reduction: project to the first few PC



Eigen-face [Turk, Pentland ‘91]

• Treat each face as a vector

• Eigen face: just principle 
components

1. Detect whether a figure is a face (see 
the distance from it to the subspace 
spanned by the first few PC



Eigen-face

1. Detect and locate a face in a figure (like CNN)

2. Tracking movement of a face

3. Reconstruct occluded image (ask student)
• Dictionary learning



Convolutional Neural Network



Convolution

• 1d convolution (continuous):

• 1d convolution (discrete):



Convolution



Random Vectors in High Dimension

• Pick two i.i.d. n-dimensional Gaussian N(0,I) X, Y

• As n becomes large, X and Y are nearly orthogonal (i.e., < 𝑋, 𝑌 >≈ 0)

• Pick two points X, Y uniformly randomly from n-dimensional unit sphere

• As n becomes large, X and Y are nearly orthogonal (i.e., < 𝑋, 𝑌 >≈ 0)

• For two points X, Y, if < 𝑋, 𝑌 > is far away from 0, they must be highly 
correlated. 

High dimension phenomena – not true in low dimensions



Basic architecture 

• Example Architecture: Overview. We will go into more details below, but a simple ConvNet for CIFAR-10 classification could have the architecture [INPUT - CONV -
RELU - POOL - FC]. In more detail:

• INPUT [32x32x3] will hold the raw pixel values of the image, in this case an image of width 32, height 32, and with three color channels R,G,B.

• CONV layer will compute the output of neurons that are connected to local regions in the input, each computing a dot product between their weights and the 
region they are connected to in the input volume. This may result in volume such as [32x32x12].

• RELU layer will apply an elementwise activation function, such as the max(0,x)max(0,x) thresholding at zero. This leaves the size of the volume unchanged 
([32x32x12]).

• POOL layer will perform a downsampling operation along the spatial dimensions (width, height), resulting in volume such as [16x16x12].

• FC (i.e. fully-connected) layer will compute the class scores, resulting in volume of size [1x1x10], where each of the 10 numbers correspond to a class score, such as 
among the 10 categories of CIFAR-10. As with ordinary Neural Networks and as the name implies, each neuron in this layer will be connected to all the numbers in 
the previous volume.

http://cs231n.github.io/convolutional-networks/

http://cs231n.github.io/convolutional-networks/


Convolution Layer



Convolution Layer



Pooling Layer



BP in CNN



A Hierarchy of Features

• Toy training images



A Hierarchy of Features



A Hierarchy of Features

Layer 1

Layer 2: 

Layer 3: 



Visualizing CNN



Deconv Net and Visualizing CNN[Matthew D. Zeiler and Rob Fergus]

Try to figure this by yourself!







T-SNE [van der Maaten, Hinton]

• t-distributed stochastic 
neighbor embedding
• A nonlinear dimension 

reduction 

• Think the CNN code of an 
image as its feature vector 
(highly nonlinear features) 

• Two images are closer if 
their CNN codes are closer 
in the feature space



Some popular CNN architectures 



LeNet (Lecun-98)



Alexnet

• https://github.com/BVLC/caffe/tree/master/models/bvlc_alexnet



VGG Net [Simonyan, Zisserman]

• Implemented in Caffe

• You can download the weight from http://www.robots.ox.ac.uk/~vgg/research/very_deep/

• In Tensorflow: https://www.cs.toronto.edu/~frossard/post/vgg16/

VGG16

Top-5 error in ImageNet (1000 classes)

http://www.robots.ox.ac.uk/~vgg/research/very_deep/


GoogleNet [Szegedy et al.]

• https://github.com/BVLC/caffe/tree/master/models/bvlc_googlenet



ResNet [He et al.]



ResNet



ResNet

• https://github.com/KaimingHe/deep-residual-networks

• A later improved model has 1000 layers

https://github.com/KaimingHe/deep-residual-networks


Fractal Net [Larsson et al.]

• The network is defined recursively

• Instead of adding shortcut, FracNet
provides a combination of short and long 
paths  
• neural information processing pathway 



Fractal Net

• Drop-path: a generalization of dropout



Performance



Stochastic Depth [Huang et al.]

• Very deep residual network: very hard and very slow to train

• Idea: randomly drop a subset of layers (treating them as Identity) (for each mini-batch)

• Allow one to go beyond 1200 layers

𝑝𝑙:survival 
probabilities



Stochastic Depth

• https://github.com/yueatsprograms/Stochastic_Depth



Applications



Image Reconstruction [Mahendran, Vedaldi 2014]



Image Reconstruction



Image Reconstruction



Image Reconstruction



Image Reconstruction

• https://github.com/aravindhm/deep-goggle



Deep Dream



Deep Dream



Deep Dream



Deep Dream



Deep Dream



Deep Dream 

• https://github.com/google/deepdream

• http://www.pyimagesearch.com/2015/07/06/bat-country-an-
extendible-lightweight-python-package-for-deep-dreaming-with-
caffe-and-convolutional-neural-networks/#show_and_tell

https://github.com/google/deepdream
http://www.pyimagesearch.com/2015/07/06/bat-country-an-extendible-lightweight-python-package-for-deep-dreaming-with-caffe-and-convolutional-neural-networks/#show_and_tell


Neuralstyle [Gatys et al. 2015]



Neuralstyle



Neuralstyle



Neuralstyle



Neuralstyle



Neuralstyle



Neuralstyle



Neuralstyle



Neuralstyle

• In tensorflow:
• https://github.com/anishathalye/neural-style

• Mxnet
• https://github.com/dmlc/mxnet/tree/master/example/neural-style

https://github.com/anishathalye/neural-style


• Some slides borrowed from Gaurav Mittal’s slides, Lawrence Carin’s 
slides, cs231n at Stanford


