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Transfer Learning

Data used in training a classifier must be properly chosen to be 
representative 

If not? Accuracy will be worse than expected 

But suppose we want to apply a classifier to a new or shifting domain? 
Retrain! 

But that’s expensive. 

Can we somehow use our existing classifier as a starting point to give 
us a shortcut? 

This is Transfer Learning



Transfer of Learning
A psychological point of view





In practice, we seek to transfer as much knowledge as we can from the source setting to our target task or 
domain. This knowledge can take on various forms



transfer learning will be -- after supervised 
learning -- the next driver of ML commercial 
success.               -----Ng



Example: document classification



Example: document classification



• Two possible violations: 

• Same distribution? • 

• Different proportions of physics, machine learning, life science 

• Same feature space/task 

• Sports pages: different vocabulary, 

• BOW features change



What to do: image classification







Different distribution

• Example: classify documents from the web into important or not 
important 

• Documents in different domains have the same feature space: Bag of 
words with frequency of each term 

• However, the words have different frequencies in the different 
domains 

• The distribution of features is different



Adaboost



Adaboost

• Idea: 

• Iteratively reweight source samples such that: 
• reduce effect of “bad” source instances 

• encourage effect of “good” source instances 



How transferable are features in deep neural 
networks?

https://papers.nips.cc/paper/5347-how-transferable-are-features-in-deep-neural-networks.pdf


• Third row: In the selffer network control, the first n 
weight layers of the network (in this example, n = 3) 
are copied from a base network (e.g. one trained 
on dataset B), the upper 8 − n layers are randomly 
initialized, and then the entire network is trained 
on that same dataset (in this example, dataset B). 
The first n layers are either locked during training 
(“frozen” selffer treatment B3B) or allowed to learn 
(“fine-tuned” selffer treatment B3B+).

• This treatment reveals the occurrence of fragile 
coadaptation, when neurons on neighboring layers 
co-adapt during training in such a way that cannot 
be rediscovered when one layer is frozen.

• Fourth row: The transfer network experimental 
treatment is the same as the selffer treatment, 
except that the first n layers are copied from a 
network trained on one dataset (e.g. A) and then 
the entire network is trained on the other dataset 
(e.g. B). This treatment tests the extent to which 
the features on layer n are general or specific.



• Top: Each marker in the figure 
represents the average accuracy over 
the validation set for a trained network. 

• The white circles above n =0 represent 
the accuracy of baseB. 

• Each dark blue dot represents a BnB
network. 

• Light blue points represent BnB+ 
networks, or fine-tuned versions of BnB. 

• Dark red diamonds are AnB networks

• Light red diamonds are the fine-tuned 
AnB+ versions. 

• Bottom: Lines connecting the means of 
each treatment. 



Overview of transfer learning



Multi-task learning

• two main components: 
• a) The architecture used for learning 

• b) the auxiliary task

• (s) that are trained jointly.

• Auxiliary task helps?
• Why? Additional supervised information and additional structural knowledge

• Typically homogeneous tasks, i.e. tasks that are variations of the same 
classification or regression problem

• heterogeneous tasks: somewhat more challenging



Artificial auxiliary objectives

• Sometimes, you can create additional objective to learn



Example: Travel time estimation

When Will You Arrive? Estimating Travel Time Based on Deep Neural Networks.













Thanks

Some materials from http://ruder.io/multi-task-learning-nlp/
Some from Sinno Jialin Pan’s slides

http://ruder.io/multi-task-learning-nlp/

