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Learned indexes have been demonstrated to outperform traditional ones in memory-resident scenarios.
However, recent studies show that they fail to outperform B+tree when extended to disks directly. In this
paper, we argue that it is feasible to create efficient disk-based learned indexes by applying a set of general
transformations and optimizations to existing in-memory ones. Through theoretical analysis and controlled
experiments, we propose six transformation guidelines applicable to various state-of-the-art learned index
structures to fully leverage the characteristics of disk storage. Our evaluation shows that the indexes developed
by applying our guidelines achieve a Pareto improvement in both throughput and space efficiency compared
to the traditional B+tree and previous implementations of disk-based learned indexes.
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1 INTRODUCTION
Learned indexes have been a major research topic for database indexing for the last five years [6,
8, 9, 11–13, 22, 23, 27, 30–33, 35]. These indexes claim to reduce index lookup latency by an order
of magnitude and save the memory footprint by up to three orders of magnitude compared to
traditional B+trees [13, 31]. To the best of our knowledge, however, none of the major online
transaction processing (OLTP) database management systems (DBMSs) choose to adopt learned
indexes. One of the key reasons is that most commercial OLTP DBMSs are still disk-based [2, 10,
14, 20, 21, 37] but existing learned indexes were designed to reside purely in memory.

Such a mismatch makes learned indexes less attractive to disk-based OLTP DBMSs. First, the
nano-second latency improvement from learned indexes will likely be overshadowed by the much
slower I/Os in a disk-based system [2]. Moreover, it is still impractical to fit all indexes in memory
for these systems with learned indexes. Previous work has shown that index structures are often as
large as the original tables in an OLTP DBMS, and most of them are secondary (i.e., non-clustering)
indexes [34]. Although learned indexes are reported to be up to 2000× smaller than traditional
tree-based ones [13, 31], their memory savings are insignificant for secondary indexes: the 2000×
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compression is only with respect to the internal nodes of a traditional index (e.g., B+tree), which is
almost negligible compared to the size of the leaf nodes.

Therefore, to make learned indexes useful in the more general disk-based DBMSs, a natural idea
is to only keep the learned models (i.e., internal nodes) in memory while storing the leaf nodes on
disk – the so-called disk-based learned indexes. Note that most DBMSs lay out B+trees in a similar
way by pinning non-leaf nodes in the buffer pool. However, recent experiments show that by
simply locating the leaf nodes on disk, none of the state-of-the-art learned indexes can outperform
a disk-resident B+tree across a broad range of workloads and datasets [14]. The conclusion seems
to be that without a complete redesign from scratch, learned indexes are hardly preferable for
databases operating on disk.

In this paper, we argue that efficient disk-based learned indexes can be obtained by performing a
series of general transformations and optimizations to the existing in-memory ones. To facilitate this
process, we propose the following SGACRU guidelines for converting a state-of-the-art in-memory
learned index into a fast and memory-efficient disk-based learned index:
G1: (Search) Determine the leaf-page fetching strategy during the “last-mile” search based on

disk and workload characteristics.
G2: (Granularity) Determine the prediction granularity (e.g., item vs. page) of the learned models.
G3: (Alignment) Expand1 the error bound (by leveraging page alignment) for index training to

reduce the number of models while keeping the same expected I/O pages.
G4: (Compression) Reduce memory usage by compressing model parameters, accepting a negli-

gible increase in CPU overhead compared to dominant I/O time.
G5: (Robustness) For datasets with CDFs challenging to learn, fall back to an efficiently com-

pressed zone-map index.
G6: (Update) Use hybrid indexes [34] for efficient updates.
A disk-based learned index consists of in-memory models and on-disk leaf pages. The index’s

performance is dominated by the I/O efficiency of fetching the leaf pages, while its memory
efficiency depends on the model storage. The first two guidelines target minimizing disk I/Os.
For G1, we found that whether to fetch the leaf pages “one-by-one” or “all-at-once” during the
“last-mile” search could affect the learned index’s performance significantly. We recommend using
the all-at-once strategy (i.e., fetching all the pages within the error range in one I/O request) by
default because it leads to a lower lookup latency than the one-by-one strategy for disk-based
learned indexes in most cases. However, with higher-end NVMe/Optane SSDs and more concurrent
threads, the one-by-one strategy gains advantages.

ForG2, conventional wisdom is to set the prediction granularity for disk-based learned indexes to
the page level (i.e., the predicted value is a page ID) [14, 20]. Although we proved that the page-level
prediction granularity could reduce the I/Os by up to one page per index lookup compared to the
item-level prediction granularity, we found empirically that the page-level prediction granularity
requires more models to guarantee the same error bound. And the performance gain (due to I/O
reduction) is often not high enough to justify the extra memory consumption (due to more models).
The next two guidelines target reducing the memory footprint of a disk-based learned index.

In G3, we observe that the fixed-length error bound used for index construction typically does
not align with the page boundaries, causing the portion of the fetched page outside the error
bound wasted. We, therefore, propose to expand the error bound dynamically to align with page
boundaries during training to fully utilize the content in each fetched page. With a looser error
bound, the learned index requires fewer models to achieve the same number of expected I/O pages
per lookup.
1We use the term “expand” instead of “relax” because there is no reduction of precision.
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We further propose to compress the in-memory learned models using lightweight compression
algorithms in G4. Specifically, we apply the recent “learned compression” (LeCo) [18] which
supports fast random access to the compressed elements in which we store our model parameters
(i.e., keys separating the partitions, intercepts of the linear models). Such compression can reduce
the model memory by up to 96% with a slight decoding overhead negligible in the end-to-end
lookup latency.

Prior studies have reported datasets with unfriendly cumulative distribution functions (CDFs) for
existing learned indexes to capture [31, 35]. In G5, we propose a fall-back design of learned indexes
that are robust against such challenging workloads. The key idea is to compress the plain zone map
(i.e., the minimum value of each leaf page) using the aforementioned learned compression (LeCo)
technique. With further optimizations inspired by G3, our LeCo-based zone map exhibits superior
performance and memory efficiency compared to a regular disk-based learned index, especially
when dealing with challenging datasets.

Finally, we handle index updates with G6. Although several updatable learned indexes [6, 8, 9,
12, 32] have been proposed to support dynamic operations (i.e., inserts, updates, and deletes), their
write performance is inferior to that of a B+tree when the leaf nodes are on disk [14]. Interestingly,
we found that applying the general hybrid-index framework [34] to the disk-based learned index
solves its update problem efficiently, outperforming the B+tree by 5.1× and 1.8× for write-only and
read-write-balanced workloads, respectively with the same memory footprint. More importantly,
the hybrid-index framework does not require the underlying learned index to be updatable, thus
bypassing the challenge of designing updatable learned indexes specifically for disk.
Putting everything together, we developed the hybrid-PGM-disk and the hybrid-LeCo-disk as

the example “end products” of applying the SGACRU guidelines to state-of-the-art in-memory
learned indexes. Our evaluation using the YCSB benchmark [4] shows that hybrid-PGM-disk and
hybrid-LeCo-disk can achieve the same performance as the B+tree for read-only workloads while
consuming up to 83.5% less memory. For read-write-balanced workloads, our indexes outperform
B+tree and the on-disk PGM index [14] by 1.8× and 16.8×, respectively with the same memory
footprint. Besides, our two “end products” scale well, achieving up to 5× the throughput of the
concurrent B+tree on write-only workloads.
We make the following contributions in this paper. First, we propose a set of guidelines that

can make an existing in-memory learned index operate efficiently when located on disk. Second,
we apply the guidelines progressively to various learned indexes and provide detailed analyses of
the performance and memory trade-offs for each guideline. Finally, we affirm that the disk-based
learned indexes developed in accordance with our guidelines are faster and more memory-efficient
compared to traditional B+trees and previous implementations of disk-based learned indexes.
Table 1 summarizes the notation used in this paper. Our implementation and experiment data are
publicly available.2

2 BACKGROUND AND RELATEDWORK
2.1 In-Memory Learned Indexes
Learned indexes address the challenge of indexing by focusing on its key operation: rank. Essentially,
the rank operation is a function that maps a given key to a corresponding memory address. This
can be conceptualized further as a Cumulative Distribution Function (CDF) operating over the
distribution of keys.

Although the designs in various learned indexes are different, they generally adhere to a common
search process and overall structure. Given the keys to be indexed, these learned indexes use their

2https://github.com/JiaoyiZhang/Efficient-Disk-Learned-Index
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Table 1. Notations.

Notation Meaning

𝑃 number of data points (i.e., items) within a disk page
𝑅𝑖 number of items in the last-mile search
𝐺 prediction granularity (#keys sharing the same 𝑦)
𝜖 maximum model error (in items)
𝜖′ maximum model error (in 𝐺)
𝑦 true position of the given key (in items)
𝑦 predicted position of the given key (in items)
𝑅𝑝 number of pages in the last-mile search
E[𝑅𝑝 ] average of 𝑅𝑝 over all queries

own construction algorithm to obtain tree-like structures, comprising a root node, single or multiple
layers of internal nodes, and leaf nodes used to manage data. Note that some updatable learned
indexes store data alongside models in leaf nodes, whereas static learned indexes only store models
that manage data points in external sorted arrays. Each node typically consists of a linear model3
employed to capture the distribution of a subset of the dataset, along with associated parameters
(e.g., slope, intercept). Detailed designs may vary across different learned indexes.

When a query arrives, the search process begins at the root node, where the model determines
the location of the next node to be visited in the subsequent layer. This process continues until a leaf
node is reached, and the model in the leaf node predicts the location of the querying key, denoted
as 𝑦. Finally, a search for the precise location (i.e., last-mile search) is conducted within this data
partition (the sub-dataset managed by this leaf node). Typically, with the maximum-allowed model
error 𝜖 , the search range is [𝑦−𝜖,𝑦+𝜖), with the number of involved items 𝑅𝑖 = (𝑦+𝜖)− (𝑦−𝜖) = 2𝜖 .
In contrast to the 𝑂 (log𝑛) complexity of the binary search process in a B+tree, model prediction
offers 𝑂 (1) lookup complexity to quickly determine the location of the next node or data point.

Different variants of learned indexes have been proposed since the pioneering work by Kraska
et al. [13] FITing-Tree [9] replaces the leaf nodes of B+tree [3] with linear models, while PGM-
Index [8] uses an optimal algorithm to build the index structure with the minimum number of
models. Updatable learned indexes such as ALEX [6] and LIPP [32] employ gapped arrays and
handle prediction collisions by growing to a tree of models. RadixSpline [12] uses buckets (as in
bucket sort and radix sort) to optimize index build and lookup time with the cost of higher memory
consumption. Other learned index variants [7, 11, 16, 17, 19, 24–26, 28, 29, 33, 36] are designed for
specific application scenarios.

2.2 Disk-Based Learned Indexes
Google Bigtable first proposed a disk-based learned index in their system. However, it does not
allow inserts and introduces storage gaps due to misaligned page boundaries [2]. FILM [20] is
another attempt at building a disk-based learned index, but it requires cold data detection and
append-only inserts, limiting its applicable scenarios. To build general-purpose on-disk learned
indexes, a recent study by Lan et al [14] extends existing in-memory learned indexes to the disk
environment. Their approach is to pin the smaller learned models in memory while storing the
data points (i.e., leaf nodes) on disk. As shown in Figure 1, according to the search range given
by the model, the range of pages to be retrieved from the disk are

[ ⌊
�̂�−𝜖
𝑃

⌋
,

⌈
�̂�+𝜖
𝑃

⌉)
, where 𝑃 is the

3The original learned index [13] and its subsequent work [23] are composed of simple neural networks, but the state-of-the-
art learned indexes all use linear models.
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last-mile search range = [#𝑦 − 𝜖, #𝑦 + 𝜖)
#fetched items: 𝑅! = 2𝜖, #fetched pages: 𝑅" = 2
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Fig. 1. The Structure of Learned Indexes.

number of data points within a disk page. Then the number of I/O pages for a lookup query is:

𝑅𝑝 =

⌈
𝑦 + 𝜖

𝑃

⌉
−
⌊
𝑦 − 𝜖

𝑃

⌋
(1)

However, the experimental results by [14] indicate that none of the disk versions of existing
learned indexes can outperform a regular B+tree.We argue that the primary reason behind the above
results is that the current design of disk-based learned indexes fails to leverage the characteristics
of the disk storage. Unlike DRAM, SSDs and HDDs are block-addressable devices with a larger
performance gap between sequential accesses and random accesses. Considering these device
characteristics, we show in this paper that by applying a series of general transformations and
optimizations to the existing in-memory learned indexes, they are able to outperform traditional
B+trees and current on-disk learned indexes while consuming less memory at the same time.

3 MICROBENCHMARK SETUP
In this section, we outline the experimental setup for our microbenchmark to maintain clarity and
consistency. In the following sections, we use this microbenchmark to validate our proposed general
guidelines and follow the settings explained here unless otherwise stated. The index structures
(e.g., learned models) are kept in memory because they are small and frequently accessed. The
ordered data points are stored sequentially on disk. We enable direct I/O to bypass the OS page
cache when fetching the data points.

Hardware and Platform. Our microbenchmarks are conducted on a machine with 128 Intel®
Xeon® Platinum 8358 CPUs (2.60GHz) and 503GB of RAM. Besides, we also provide four disks
on this machine, as shown in Table 2. The random read performance across these disks displays
differences that span orders of magnitude. The differences are also pronounced when compared to
memory, which exhibits sub-microsecond latency.

Datasets andWorkloads.We use four real-world datasets in SOSD [22] commonly employed in
current studies of learned indexes [6, 14, 31, 32, 35]. Additionally, we generate five synthetic datasets
using the generator provided by GRE [31]. The generator creates datasets that satisfy both local
hardness (𝑙 ) and global hardness (𝑔). The local hardness 𝑙 refers to the number of models required
in PGM-Index to construct an index for the dataset, and the maximum errors of all these models
do not exceed 𝜖𝑙 . The global hardness 𝑔 is the number of needed models under a more relaxed
requirement of the maximum model error 𝜖𝑔 . Here, we fix 𝜖𝑙 to be 8 and 𝜖𝑔 to be 512 and then vary
the values of 𝑙 and 𝑔 to generate synthetic datasets. Each dataset is composed of 200 million 8-byte
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Table 2. Information of Four Disks.

Disk 4KB Random Read Sequential Read
IOPS Latency Bandwidth

Optane SSD Optane P5800X 1.5 M 11.7 𝜇s 7.2 GB/s

NVMe SSD Samsung PM9A3 1.1 M 70 𝜇s 6.9 GB/s

SATA SSD Samsung 870 QVO 98 K 211.6 𝜇s 560 MB/s

HDD Seagate ST2000NX0253 7293 4.8 ms 141 MB/s

unsigned integer keys, with an 8-byte payload. Then, each page (4KiB) can accommodate 256 data
points. Except for the wiki dataset, none of the datasets contain duplicate keys. We provide a brief
description of these datasets: (1) amzn: the popularity of each book from Amazon; (2) wiki: the
time ID of each edit from Wikipedia; (3) osm: the ID of embedded positions from Open Street Map;
(4) fb: user IDs randomly sampled from Facebook; (5) syn_g10_l1: 𝑙 is 1,000,000 and 𝑔 is 100,000;
(6) syn_g10_l2: 𝑙 is 2,000,000 and 𝑔 is 100,000; (7) syn_g10_l4: 𝑙 is 4,000,000 and 𝑔 is 100,000; (8)
syn_g12_l1: 𝑙 is 1,000,000 and 𝑔 is 120,000; (9) syn_g12_l4: 𝑙 is 4,000,000 and 𝑔 is 120,000. These
datasets are sorted by data difficulty, where synthetic datasets are used to assess the ability of
learned indexes to handle more complex datasets.

Because we delay the handling of index updates in Section 9, the microbenchmark only includes
lookups. A more comprehensive evaluation can be found in Section 10. For this microbenchmark,
We first build the index with 200M keys and then randomly select 10M keys for lookup. We measure
the throughput and memory usage (without the data array) for the index under evaluation.
Learned Indexes. We use the state-of-the-art PGM-Index [8] and RadixSpline [12] as repre-

sentatives in Sections 4 to 8, as no updates are involved here. Updatable learned indexes are not
included in this microbenchmark because they typically introduce gaps and additional functionality
to support writes, leading to increased space usage and potential degradation in read performance.

4 LEAF-PAGE FETCHING STRATEGY (G1)
The bottleneck of in-memory learned indexes typically arises from the last-mile search process,
which involvesmultiple memory accesses [31, 35]. Consequently, rather than focusing on optimizing
the internal structure and algorithms of learned indexes, our initial investigation focuses on
understanding the impact of the last-mile search strategies on disk.
It is worth noting that the transition from in-memory to disk-based learned indexes shifts

performance bottlenecks towards the I/O operations[14, 20]. We performed an experiment on the
Optane and SATA SSDs: we built two indexes, PGM-Index and RadixSpline, on the Amazon dataset,
then executed 10M read-only queries and recorded the CPU and I/O latency, respectively. As shown
in Figure 2, the latency of these two indexes with different 𝜖 guarantees are all dominated by the I/O
time on our disks. Notably, even on the highest-performing disk examined in our experiments, the
CPU time remains significantly less than the time consumed by I/O operations. This shift implies a
reordering of priorities, with I/O latency being more prominent than memory access latency. Most
I/O operations come from the last-mile search in the bottom level (i.e., disk pages of leaf nodes)
because the internal nodes are typically cached/pinned in memory.

4.1 Last-Mile Search On Disk
The last-mile search in leaf nodes usually consists of two phases: obtaining the search range from
the linear model in the learned index and performing a binary search (or other search methods)
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Fig. 2. CPU Time vs. I/O Time.

within this range. As previously shown in Equation 1, the number of I/O pages for each query is
denoted as 𝑅𝑝 . Here, we also define the number of pages between the start position 𝑦 − 𝜖 of the
search range and the actual position 𝑦 as 𝑑𝑖𝑠𝑡 , which is calculated by

𝑑𝑖𝑠𝑡 =

⌊𝑦
𝑃

⌋
−
⌊
𝑦 − 𝜖

𝑃

⌋
+ 1 (2)

With these two page-related statistics, we can more accurately control the I/O operations of
disk-based learned indexes:

• 𝒅 𝒊𝒔𝒕 : When scanning from 𝑦 − 𝜖 and arrives at the page containing 𝑘𝑦 , we only need to fetch
the first 𝑑𝑖𝑠𝑡 pages, thus saving traffic for each query.

• 𝑹𝒑 : 𝑅𝑝 is the maximum number of fetched pages per query. If 𝑅𝑝 is small, we can take full
advantage of sequential I/O by fetching all pages (containing [𝑦 − 𝜖,𝑦 + 𝜖]) in a single I/O,
thereby reducing latency.

4.2 One-by-One vs. All-at-Once
Based on these two metrics, we have two leaf-page fetching strategies tailored to different scenarios:
an all-at-once strategy and a one-by-one strategy. The former involves fetching all 𝑅𝑝 pages
from disk to memory in a single I/O operation, while the latter indicates fetching only the first few
pages over a total of 𝑑𝑖𝑠𝑡 I/Os, with each I/O obtaining a single page.
Next, through simple experiments, we elucidate the particular scenarios where each leaf-page

fetching strategy is the most preferable. We vary 𝑑𝑖𝑠𝑡 and 𝑅𝑝 and assess the throughput of these two
distinct strategies across multiple disks. There is no need to use a particular index here, as 𝑅𝑝 and
𝑑𝑖𝑠𝑡 can be controlled via the length of a given range and selecting the correct position within this
range, respectively. We use 1, 16, and 256 threads to complete these 10M queries on the machine
equipped with four different disks as described in Section 3. The preferences for the two strategies
at different combinations of 𝑑𝑖𝑠𝑡 and 𝑅𝑝 are shown in Figure 3, where the color of each square
corresponds to the ratio of the throughput of the one-by-one strategy to that of the all-at-once
strategy and the throughput is the number of queries completed per second. A darker red indicates
that the ratio is closer to or even exceeds 2.5, in which case the one-by-one strategy is preferred.
Conversely, the darker blue color with a smaller throughput ratio suggests that the all-at-once
strategy is more suitable. White in the middle signifies that both strategies are approximately equal
in performance.
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Fig. 3. Disk Performance: One-by-One Strategy (red) vs. All-at-Once Strategy (blue) – Darker color indicates
that the corresponding strategy is more dominant in the corresponding pair of 𝑑𝑖𝑠𝑡 and 𝑅𝑝 .

The diverse preferences for leaf-page fetching strategies can be attributed to various performance
characteristics of disks and the number of threads. In scenarios where the access latency of individual
I/Os is high and disk bandwidth is relatively “larger” compared to the latency, the all-at-once strategy
is better. This strategy effectively mitigates latency through a single large I/O and ultimately results
in higher throughput on the HDD. Note that SSDs have multiple channels and chips inside to
implement various levels of parallelism mechanisms, allowing SSDs to read multiple pages in a
single large I/O in parallel. Consequently, the all-at-once strategy can have higher throughput than
the one-by-one strategy when the number of threads is small and 𝑑𝑖𝑠𝑡 is large. On the other hand,
the one-by-one strategy excels when taking advantage of the low random access latency inherent
to SSDs, especially when dealing with a small number of I/O pages that are less likely to saturate
disk bandwidth even in multi-threaded scenarios.
In current disk-based learned indexes [14], the one-by-one strategy is used to retrieve data

from disk, but it is often suboptimal. For example, we measure the throughput of PGM with the
Facebook dataset on Optane after transitioning to the all-at-once strategy with all other settings
unchanged. The results show that the throughput increased from 28.9 Kops/sec to 52.4 Kops/sec,
with an increase of up to 1.81×, which verifies that selecting a suitable fetching strategy for a
real-world scenario can significantly improve performance.
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Discussion:We propose that when making decisions regarding leaf-page fetching strategies,
it is necessary to consider specific workloads and performance characteristics of disks. In most
cases, opting for the all-at-once strategy is an effective choice. However, when operating on SSDs
with more threads, we recommend selecting the one-by-one strategy in scenarios where 𝑑𝑖𝑠𝑡 of a
learned index is less than 1.25 pages or much smaller than 𝑅𝑝 .

5 PREDICTION GRANULARITY (G2)
In the context of disk-based learned indexes, existing works usually choose to predict page IDs [13,
20]. Interestingly, according to our experiments, the intuition that page-level prediction granularity
produces comparable or superior results than item-level predictions doesn’t always hold. In this
section, we explore the impact of varying prediction granularities on the space cost and throughput
of learned indexes from theoretical analysis and experiments.

5.1 Theoretical Analysis
Prediction granularity, denoted as 𝐺 , represents the number of data points sharing the same 𝑦.
Then, the new error bound 𝜖′ in terms of 𝐺 is calculated by 𝜖′ = 𝜖

𝐺
, and the number of data points

searched in the last mile can be represented as:

𝑅𝑖 = 2𝜖 = 2𝜖′ ·𝐺 (3)

This indicates that when 𝑅𝑖 is constant, the increase in 𝐺 is traded by a decrease in the 𝜖′. We
assume that the queries follow a uniform distribution for simplicity, and we adopt the all-at-once
page-fetching strategy. The distribution of the true positions within the predicted range also follows
a uniform distribution. With these assumptions, we can establish a connection between 𝐺 and the
number of I/O pages 𝑅𝑝 of a given range.
As 𝑅𝑖 is a multiple of 𝐺 , the predicted range is divided into 𝑅𝑖

𝐺
parts, with each part typically

introducing an expected 𝐺
𝑃
new pages, except for the first part, which consistently introduces a

new page. Then, the expected number of I/O pages E[𝑅𝑝 ] is:

E[𝑅𝑝 ] = 1 +

𝑅𝑖
𝐺

−1∑︁
𝑡=1

𝐺

𝑃
= 1 + 𝑅𝑖 −𝐺

𝑃
(4)

According to Equation 4, we can deduce that as the prediction granularity increases, the average
number of I/O pages to be visited decreases under the same last-mile search range. Besides, in the
following experiments, we can set different parameters based on this formula to get the desired
average number of I/O pages.

5.2 Experimental Results
To comprehensively evaluate the impact of prediction granularity on learned indexes, we vary 𝐺
under the same 𝑅𝑖 and test on different 𝑅𝑖s. There are three categories of𝐺 in our microbenchmark:
(1) Item Level (𝐺 = 1): The finest granularity possible.
(2) Mini-Page Level (1 < 𝐺 < 256): The intermediate category.
(3) Page Level (𝐺 = 256): Data points on the same disk page have the same 𝑦.
We build RadixSpline, a learned index, for the Amazon and OSMC datasets on the NVMe SSD

and execute the read-only workload using a single thread and 32 threads. The results are shown in
Figures 4, where the x-axis represents the memory usage of RadixSpline, and the y-axis represents
the throughput. We observe similar results with PGM-Index.
As illustrated in Figure 4, the throughput demonstrates an upward trend as the value of 𝐺

increases under the same 𝑅𝑖 . The reason is that if𝐺 is not an integer multiple of 𝑃 , the accessed data
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(a) 1 thread (b) 32 threads

Fig. 4. Throughput and Space of RadixSpline with Different Prediction Granularity – Each symbol denotes a
set of results with the same 𝑅𝑖 . Within each set, the colors, transitioning from light to dark, indicate increasing
values of 𝐺 .

points do not align perfectly with the page boundaries, resulting in waste. Thus, the page-level 𝐺
tends to obtain the highest throughput since it perfectly aligns with page boundaries. Nonetheless,
according to Equation 4, the expected number of I/O pages between page-level 𝐺 and item-level 𝐺
differs by a maximum of one page. This marginal difference has a small impact on throughput in a
single-threaded scenario, as the disk can provide similar throughput on these two settings with the
all-at-once page-fetching strategy. However, in a multi-threaded scenario, where the bandwidth
is saturated, the page-level prediction granularity can enhance throughput by a factor of 1.16
compared to the other option.
However, this improvement in throughput comes at a significant cost in space, resulting in a

6.94× increase in memory footprint, as shown in Figure 4. The reason is that an increase in 𝐺

corresponds to a decrease in 𝜖′, as illustrated in Equation 3, imposing higher demands on model
accuracy. Note that the marginal cost of learned models is high when 𝜖′ → 0, which is the case at
the page level. Thus, regarding space efficiency, a page-level granularity is often not a practical
choice as it inevitably results in increased space costs, and it is better to maintain the item-level
prediction granularity.

Discussion: Considering all these factors, we do not recommend practitioners replace item IDs
with page IDs when transitioning from memory to disk. Instead, we advocate choosing the item
level in most cases. When the saved page brings significant speedup in multi-threaded scenarios,
then the mini-page and page-level prediction granularity are suitable choices.

6 ERROR BOUND ALIGNMENT (G3)
The build process for most learned indexes follows a common pattern4: given an error bound 𝜖
representing the maximum distance between the actual and predicted positions of a key, group all
data points satisfying this error bound into the same partition and use a linear model to approximate
their cumulative distribution function. In other words, a new model is needed when the error of a
data point exceeds 2𝜖 .
This section introduces a general modification to the core build algorithms of learned indexes

following the aforementioned pattern to adapt to disk characteristics. The key principle is to expand
the error bound without compromising throughput performance.

6.1 Disk-based Zero Intervals
As the scenario transitions frommemory to disk, throughput mainly depends on the average number
of I/O pages. Given that each I/O reads an entire page, the error bound may not align precisely with
4Here we set the prediction granularity to be item-level, i.e.,𝐺 is 1 and 𝜖 is 𝑅𝑖

2 .
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Fig. 5. An Example for Disk-based Error Range.

page boundaries, and some fetched pages may be partially wasted. Thus, fully utilizing the wasted
portion of pages offers an opportunity to reduce memory usage while maintaining a constant
average number of I/O pages. Intuitively, a construction algorithm that integrates page information
can make full use of the wasted portion. Specifically, we can expand the error bounds during
training to dynamically align with page boundaries, which reduces the chance of adding new
models when dealing with partitions.

We propose a new strategy to achieve this, which can be applied to many existing learned indexes.
The crucial step is incorporating page information into the original build algorithms, i.e., altering
the error calculation process. First, let us introduce the concept of disk-based zero intervals.
When the predicted and true positions reside on the same page, the error between them should be
recognized as zero instead of the actual difference. Then, the zero interval contains any position
within the page, represented as [𝑧𝑙 , 𝑧𝑟 ] =

[ ⌊ 𝑦
𝑃

⌋
∗ 𝑃,

( ⌊ 𝑦
𝑃

⌋
+ 1

)
∗ 𝑃 − 1

]
, and the new error is:

𝑒𝑟𝑟𝑜𝑟 =


𝑧𝑙 − 𝑦, 𝑖 𝑓 𝑦 < 𝑧𝑙

0, 𝑖 𝑓 𝑧𝑙 ≤ 𝑦 ≤ 𝑧𝑟

𝑦 − 𝑧𝑟 , 𝑖 𝑓 𝑦 > 𝑧𝑟

(5)

With this disk-based zero interval, we can obtain a new maximum tolerable error range for each
key of [𝑧𝑙 − 𝜖, 𝑧𝑟 + 𝜖], within which the model can make predictions.

We integrate this looser error bound into the core build algorithm in a learned index X. Equipped
with the disk-based zero interval, the original build algorithm in X can then partition data points
with fewer models and obtain a more compact Disk-based index, denoted as X-Disk. Note that we
only alter the length of the error range during construction rather than the length of the last-mile
search range when responding to queries. Hence, the original search method remains capable of
accurately locating the page containing the given key within 2𝜖 , requiring no further modifications.
It is sufficient to prove that the set of fetched pages contains the query 𝑘𝑦 . Let the predicted

position be 𝑦 and the set of fetched elements covers [𝑤𝑙 ,𝑤𝑟 ], where 𝑤𝑙 =

⌊
�̂�−𝜖
𝑃

⌋
∗ 𝑃 and 𝑤𝑟 =( ⌊

�̂�+𝜖
𝑃

⌋
+ 1

)
∗ 𝑃 − 1. If 𝑦 > 𝑧𝑟 , then 𝑒𝑟𝑟𝑜𝑟 = 𝑦 − 𝑧𝑟 ≤ 𝜖 =⇒ 𝑤𝑙 ≤

⌊
𝑧𝑟
𝑃

⌋
∗ 𝑃 = 𝑧𝑙 ≤ 𝑦 ≤ 𝑧𝑟 < 𝑦 ≤ 𝑤𝑟 .

The case 𝑦 < 𝑧𝑙 is similar and the case 𝑧𝑙 ≤ 𝑦 ≤ 𝑧𝑟 is trivial.
We provide an example illustrating the change in the error range in Figure 5, where the 𝜖 for the

PGM-Index is 2 and keys with the same color indicate that they are on the same disk page. The
original algorithm assigns a tolerance range of [𝑘7, 𝑘11] to 𝑘9, which are the keys with darker colors
in Figure 5. This requires the position predicted by the current model in the build process to fall
within the range of 5 keys; otherwise, a new model would be required to handle it. However, with
our expanded errors, the predicted position can fall within a broader range of [𝑘6, 𝑘17], which can
reduce the chance of adding a new model.
Disk-based zero intervals might seem no different from the effect of the page-level prediction

granularity(G2) at first glance, both of which regard the distance between items within the same
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Table 3. Models Saving of Learned Indexes Equipped with Disk-based Zero Intervals – Each column represents
the results for the same expected number of I/O pages, which means that the corresponding throughput is
guaranteed to be similar.

Expected Number of PGM-Index RadixSpline
I/O Pages 1.01 1.5 2 3 1.01 1.5 2 3

Facebook #Models (w/o) 27,442,813 531,431 258,373 120,493 31,451,334 1,023,185 504,121 245,665

Dataset #Models (w/ ) 713,368 240,058 151,847 88,439 2,562,804 581,190 344,880 197,122
% of Saving 97.4% 54.8% 41.2% 26.6% 91.8% 43.2% 31.6% 19.8%

Amazon #Models (w/o) 25,088,692 82,804 22,914 5,997 27,378,554 230,602 68,357 18,705

Dataset #Models (w/ ) 660,556 42,872 15,758 4,965 2,406,374 130,356 48,616 15,485
% of Saving 97.4% 48.2% 31.2% 17.2% 91.2% 43.5% 28.9% 17.2%

page as zero. The substantial difference is that G3 expands 𝜖 without relaxing 𝑅𝑝 , but in G2, 𝑅𝑝 ∝ 𝜖

according to Equation 3 & 4. To illustrate this, consider Figure 5, where 𝜖 = 2. The distance between
𝑘8 and 𝑘15 is zero, implying that 𝐺 = 8. When the predicted position 𝑦 = 7 (which is in Page 0), the
maximum possible page is

⌊
�̂�+𝜖
𝐺

⌋
= 1, so the granularity-level error in G2 is 𝜖′ ≥ 1. This means

that, even if 𝑦 = 5, the rightmost page we need to search for is
⌊
�̂�

𝐺

⌋
+ 𝜖′ ≥ 1, while in G3 we only

need to search for Page 0.

6.2 Applying to Learned Indexes
We apply this simple yet effective strategy to both PGM-Index and RadixSpline. Table 3 shows the
number of models with and without this strategy on the Facebook and Amazon datasets5, along
with the percentage reduction in the number of models. The columns represent the results under
various constraints on the expected number of I/O pages, which can be controlled by Equation 4.

As shown in Table 3, in most cases, the indexes with expanded errors yield a decrease in the
number of models ranging from 17.2% to 97.4%. This verifies that fully utilizing page information
during the build process significantly contributes to model reduction, and importantly, it does not
come at the cost of an additional increase in the average number of I/Os. Additionally, this effect
diminishes as the average number of I/O pages increases, because the larger 𝜖 is, the smaller the
wasted proportion of the last-mile search range.

Notably, for all scenarios examined, the number of models required for PGM-Index equipped
with disk-based zero intervals is consistently lower than that for RadixSpline under the same setup.
This is expected because the X-Disk versions inherit the fundamental construction algorithm from
their original version X while achieving a more space-efficient layout. It’s worth noting that our
algorithm demonstrates remarkable potential for reducing the number of models in PGM-Index in
disk-based environments, a learned index known for its minimal number of models [8, 31].

7 COMPRESSION TECHNIQUES (G4)
In this section, we discuss the application of compression techniques on models to reduce their
memory usage. Typically, each model consists of a partitioning key, slope, and intercept, where the
partitioning key is the smallest key within the partition of each leaf node and serves to locate the
correct leaf node. While compression for slope and intercept has been discussed in the compressed
PGM [8], we focus on the uncompressed part: the partitioning keys of models. Although various
general compression techniques can be employed for key compression, even with lightweight

5Facebook dataset is harder for learned indexes than Amazon dataset [31].
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Fig. 6. Storage Format of LeCo [18]

compression algorithms (e.g., Delta Encoding [1, 15]), decompression still requires a certain amount
of CPU time, resulting in a decrease in throughput for in-memory scenarios with random access.
This is why key compression was omitted in the compressed PGM, and it is preferable to choose
the uncompressed ones.
However, we argue that the situation changes when dealing with disk-based indexes, and

that judiciously choosing the appropriate compression algorithm for each part can help improve
performance. As depicted in Figure 2, CPU time accounts for a negligible fraction of the overall
query time, and even if CPU time doubles to support random access, the performance would still be
primarily determined by I/O operations. This observation gives compression techniques a greater
advantage. Meanwhile, we still aim to ensure that CPU time remains within reasonable limits.

During the investigation, we discovered a new learned compressor, called LeCo, that aligns well
with our requirements. First, let’s provide a brief overview of LeCo, and more details can be found
in [18]. LeCo, as a learned compressor, follows a similar construction process of learned indexes:
the dataset is divided into multiple partitions, and a linear model (denoted as 𝜃0 and 𝜃1) is applied to
each partition. To ensure lossless compression, which allows for the accurate recovery of each key,
LeCo must retain specific error values of the learned model for each key. As shown in Figure 6, the
error of each element is stored in an array of 𝛿 , each occupying 𝑏 bits. The better the linear model
fits, the smaller 𝑏 can be set, thus leading to better compression. LeCo exhibits strong compression
capabilities for monotonic value sequences and supports random access efficiently. Consequently,
LeCo can be readily applied to compress the array of keys in our models (i.e., partitioning keys),
making it a superior choice compared to other compression techniques. Thus, we recommend
employing LeCo to compress the smallest key of each model, thus saving memory usage without
sacrificing search performance.

In summary, the methods that can be used for each part are:
• Partitioning Key: Use LeCo to compress the smallest keys used to locate leaf nodes.
• Slope: If the index permits the slope to be any value in an interval within which all values
have the same 𝜖 , the compression method in compressed PGM is a good choice. Otherwise,
the general compression methods can be applied.

• Intercept: Use the strategy in the compressed PGM to make intercepts increase, and then,
succinct data structures or LeCo can be applied to compress them.

Application Examples: Following the guidelines for compression methods, we apply compression
techniques to PGM indexes, which is currently the space-optimal learned index. The effectiveness
is then validated through five indexes: (1) the original PGM, (2) the compressed PGM-Index in [8],
(3) PGM_Disk, (4) PGM_Disk with Compressed slopes and intercepts (denoted as Cpr_PGM_Disk),
(5) and the fully compressed index (CprLeCo_PGM_Disk). More specifically, PGM_Disk com-
prises models derived from the construction algorithm of PGM-Index but enhanced with the
dynamically expanded error bounds (G3) without compression. Cpr_PGM_Disk employs the com-
pression methods utilized in the compressed PGM-Index to compress slopes and intercepts, and
CprLeCo_PGM_Disk adopts LeCo to compress the key of each model. The memory usage of these
indexes is presented in Figure 7 with five groups of expected I/O pages on both the Facebook
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Fig. 7. Memory Usage of All Indexes – The number above each bar is the ratio of index memory usage to the
memory usage of PGM.

Table 4. Memory Usage: Compressed Learned Indexes vs. Zone Maps – The throughput is similar for all
these indexes in this experiment.

fb amzn wiki osmc

Cpr_PGM 51.36 MiB 30.34 MiB 9.48 MiB 34.58 MiB
CprLeCo_PGM_D 4.05 MiB 6.20 MiB 3.17 MiB 6.58 MiB

Zone Map 5.96 MiB 5.96 MiB 5.96 MiB 5.96 MiB
LeCo-based Zone Map 2.09 MiB 4.22 MiB 1.05 MiB 4.59 MiB

and Amazon datasets. Overall, CprLeCo_PGM_Disk consistently maintains the smallest memory
footprint within these five indexes, and its minimum memory usage is only 4% of the original size
in PGM. This illustrates the effectiveness of our general guidelines of leveraging the disk-based
zero intervals (G3) and applying compression techniques (G4) to all components of models. Our
guidelines are able to significantly reduce both the number of models by extending their error
ranges based on disk information and the average amount of memory footprint needed per model
through compression techniques.

8 FALL-BACK DESIGNS OF LEARNED INDEXES (G5)
The combined use of compression techniques and expanded error bounds based on disk pages
provides a practical method for reducing the memory usage of disk-based learned indexes, and
our CprLeCo_PGM_D6 demonstrates superior spatial efficiency. Nevertheless, in certain scenarios,
CprLeCo_PGM_D may still occupy more space than the zone map that directly stores the minimum
key value of each page. Furthermore, we propose a LeCo-based zone map index that makes this
phenomenon even more apparent.
First, let’s introduce our fall-back design of learned indexes. The key idea is to apply LeCo to

compress the zone map, which contains the minimum keys of each leaf page. Specifically, we use
LeCo to store these minimum key values of leaf pages in a compressed manner and implement
the binary searches by utilizing the interface provided by LeCo. In other words, when we need
to compare the key at position 𝑖 of the LeCo-based zone map with the given key, we input 𝑖 to
LeCo and then obtain the recovered key used for the comparison, thus completing a step of the
binary search process. Given that the zone map index requires log2⌈𝑛𝑃 ⌉ comparisons for a query,
the LeCo-based zone map also needs log2⌈𝑛𝑃 ⌉ decompression, where ⌈𝑛

𝑃
⌉ is the number of leaf

6We use CprLeCo_PGM_D to denote CprLeCo_PGM_Disk in the following description.
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Fig. 8. Memory Usage on Datasets of Varying Difficulty: Learned Indexes vs. LeCo-based Indexes – The
expected number of I/O pages in each index is three.

pages. As LeCo supports fast random access, this fall-back index can provide compact structures
with only a negligible increase in CPU latency. As shown in Table 4, LeCo-based zone map achieves
a more compact structure, further lessening the competitive edge of learned indexes.

8.1 Challenging Scenarios
To investigate the challenging scenario for learned indexes, we leverage the generator introduced in
Section 3 to obtain numerous synthetic datasets that require different numbers of models for PGM
to handle, since the memory footprint of learned indexes is basically determined by the number of
models. We then use two compressed learned indexes and the LeCo-based zone map to build them
and show their space cost in Figure 8.
Even with our CprLeCo_PGM_D, the advantages in memory usage still diminish when the

number of models grows significantly. As shown in Figure 8, in scenarios where the expected
number of I/O pages is 3, if the PGM demands fewer than 140,000 linear models for a dataset, then
CprLeCo_PGM_D is a suitable option. Conversely, these are challenging cases for learned indexes,
where LeCo-based zone map becomes the preferable choice. Thus, this guideline is intended to
help practitioners make more informed decisions when using learned indexes and to provide a
robust fallback design for learned indexes when they require many models to handle a dataset.

8.2 Further Optimization on LeCo-Zonemap
To further optimize LeCo-based zone maps, we also apply the idea of expanded error bounds to it.

8.2.1 LeCo-Zonemap-D. When we use LeCo to compress the minimum key within each page, our
primary requirement is that LeCo can provide us with the value at a given position. We then use this
value to compare with the input key to identify the block that stores the given key. An interesting
observation is that we do not actually require LeCo’s compression to be completely lossless here;
our main concern is to ensure that the final results of binary searches remain consistent with the
outcome of the uncompressed zone map. Hence it is sufficient to store some “rough” separators.
Consider a sequence of keys to be compressed as an example: 𝑆 = {1, 4, 9, 16, 17}. Let’s assume

that the model predicts a sequence of values: {0, 5, 10, 15, 20}, and the maximum error is calculated
as 20 - 17 = 3. Then, LeCo requires log2 (3 + 1) ∗ 5 = 10 bits to store all the errors. Now, consider
a scenario where the predicted sequence is unchanged, and 𝑆 is modified to 𝑆 ′ = {1, 5, 10, 16, 20},
which remains the same searching results as 𝑆 when finding the first position greater than or equal
to the value for each value in 𝑆 . In this case, only log2 (1 + 1) ∗ 5 = 5 bits are required to store the
errors, resulting in significant memory savings.
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Fig. 9. Memory Usage: PGM-based Indexes vs. Zonemap-based Indexes – The difficulty of datasets increases
from left to right. The first row shows the results for indexes with expected I/O pages of 1.05, and the second
row shows the results at 5 pages.

Hence, we can apply a similar procedure in Section 6 to mitigate the overall space cost of LeCo-
based zone map. This involves providing new error ranges for each data point during constructing
LeCo, thereby reducing the magnitude of the largest error in each model. Among them, the lower
bound of each zero interval is the value of the current key, and the upper bound is smaller than the
value of the next key to be compressed. We refer to this optimized version as LeCo-Zonemap-D,
which incorporates disk-page information.

8.2.2 Results. Until now, we have obtained the most space-efficient indexes among the two types:
CprLeCo_PGM_D for learned indexes and LeCo-Zonemap-D for zone maps. This makes it easy
to handle both model-friendly and challenging datasets. It is worth noting that LeCo is a learned
method, so both types are fundamentally learned indexes designed for different scenarios.
We evaluate them with two different 𝑅𝑝 (1.05 and 5 pages) on nine datasets, and the results in

Figure 9 clearly illustrate two challenging scenarios for learned indexes. First, when strict high-
throughput requirements exist, learned indexes need more models to ensure accurate predictions,
leading to a larger memory footprint. In situations where the expected number of I/O pages is as
low as 1.05, zonemap-based indexes dominate due to the large marginal cost of learned indexes
when 𝜖 → 0. Second, datasets that are unfriendly to linear models pose difficulties to learned
indexes because a small number of linear models cannot effectively capture the data distribution.
Even when the error bound is increased to five pages (i.e., 1280 data points), CprLeCo_PGM_D,
which has the smallest space cost among learned indexes, still requires 1.68× the memory footprint
of LeCo-Zonemap-D on the syn_g12_l4 dataset.
It is worth noting that the two indexes, CprLeCo_PGM_D and LeCo-Zonemap-D excel in sce-

narios that align with their favorable index categories: SOSD datasets for learned indexes7 and
five synthetic datasets for zone maps. Compared to Cpr_PGM, CprLeCo_PGM_D reduces the
memory footprint by up to 92% (greater than 45% in all but three of the 18 cases). LeCo-Zonemap-D,
developed based on expanded error bounds, also reduces the space cost of LeCo-Zonemap, espe-
cially amplifying the advantages of LeCo-Zonemap in its dominant cases. These results reflect that
judicious adoption of indexes can effectively improve the robustness.

7The real-world datasets in [31] are also friendly to learned indexes.
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Fig. 10. Hybrid Learned Index Framework.

9 SUPPORTING UPDATES (G6)
9.1 Hybrid Learned Index Framework
The original hybrid index aims to improve the memory efficiency of an in-memory database with
a minimal performance compromise [34]. It batches newly inserted/updated index items in a
write-optimized structure (i.e., the dynamic stage). When the size of the dynamic stage reaches
a threshold, the items are merged into the much larger static stage where the index structure is
highly compact and optimized for lookups.

We extend the original in-memory hybrid index to a framework to support updates efficiently for
an arbitrary on-disk learned index. As shown in Figure 10, the dynamic stage includes a regular in-
memory index (e.g., an in-memory B+tree) to hold both keys and values of recent updates. The static
stage is made of an on-disk learned index described in the previous sections (e.g., CprLeCo_PGM_D)
where the index key-value pairs are stored compactly on disk, while the learned models are kept in
memory. To process a lookup, the hybrid learned index first checks the dynamic stage and returns
the result if the given key is found. Otherwise, it searches the static stage by using the in-memory
learned models to locate the leaf page(s) on disk that might contain the querying key.
All write operations (i.e., insert, update, delete) are carried out in the dynamic stage. As the

size of the dynamic stage grows, a merge routine is triggered periodically to merge all the newly
inserted data to the disk. The merge process works as follows. It scans the leaf pages of the static
learned index on disk and merges the key-value pairs from the dynamic stage with a simple linear
algorithm similar to the merge step in a merge-sort. New learned models are then trained on the
merged leaf nodes before they are written back to the disk. Finally, the dynamic stage is cleared
and continues to accept queries and updates. We next discuss two important aspects of the merging
strategy in our hybrid learned index framework.

Merge Trigger. A constant trigger refers to a fixed predefined memory budget for the dynamic
stage, while a ratio-based trigger allows the maximum size of the dynamic stage to grow with
respect to the size of the static stage to maintain a constant ratio (e.g., 1:100). [34] proved that the
amortized merge overhead remains constant over time with a ratio-based trigger, and it is thus a
preferred merge trigger for our hybrid learned index framework.
To ensure a fair comparison to the B+tree (whose inner nodes are pinned in memory) in the

evaluation, we set the merge ratio to 𝑅 so that the maximum size of the dynamic stage + the model
size in the static stage never exceeds the size of the B+tree inner nodes (i.e., the memory footprint
of the hybrid learned index is less than or equal to that of the B+tree). Given that the B+tree we
use has a fanout of 256, we configure 𝑅 = 178 by default in the subsequent experiments unless
specified otherwise.
Merge Concurrency. In a single-threaded environment, normal index operations are blocked

during a merge, causing a high tail latency for queries. We, therefore, implemented a non-blocking
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Table 5. Throughput and Space Cost of Disk-based Indexes Under Balanced-Write Workload on Facebook
Dataset –Memory usage of hybrid indexes includes space for the dynamic stage and the index in the static
stage. A smaller static index allows more space for newly inserted keys under the same memory usage.

Hybrid-Index Structure Baseline
Dynamic Type in Hybrid ALEX ALEX B+treeStatic Type in Hybrid CprLeCo_PGM_D Cpr_PGM

Throughput (k ops/s) 25.66 24.28 14.11

Disk Space (MiB) 2358.22 2358.7 3291.79
Memory Usage (MiB) 9.20 9.26 9.79

and lock-free merge algorithm for our hybrid learned index framework with multiple threads.
When the index enters the merge phase, we first make the current dynamic stage immutable and
create a new empty dynamic stage in front of it to continue accepting writes. The background
threads then start rebuilding the learned index in the static stage to incorporate the new items in
the immutable dynamic stage, as described above. The key range is partitioned equally according
to the number of threads so that each thread works on a single partition independently. Because
the merge follows copy-on-write instead of update-in-place, it does not need to acquire locks to
synchronize with the query threads. Once the concurrent merge completes, it updates the globally
visible version number using a Compare-And-Swap (CAS) operation and garbage collects the old
stages when their reference counts become zero. Note that a query needs to look up three stages
(i.e., the new dynamic stage, the immutable dynamic stage, and the static stage) in sequence during
the merge phase.

Currently, the dynamic stage is not persistent. It must rely on the write-ahead-log (WAL) of the
underlying database to recover upon crash. Alternatively, the index can have its own WAL to speed
up recovery.

9.2 Experimental Results
We conduct single-threaded experiments using two examples on a balanced workload (i.e., 50%
inserts and 50% reads). The first hybrid learned index utilizes ALEX, an in-memory updatable
learned index, as the dynamic index and CprLeCo_PGM_D as the static index, while the other
employs the compressed PGM as the static index. The search range 𝑅𝑝 for static learned indexes is
1.5 pages. Since the existing work [14] has concluded that none of the learned indexes implemented
on disk can compete with the disk-resident B+tree and the reserved gaps of updatable disk-based
learned indexes do not offer better performance, we only select B+tree as the baseline here. More
details and experiments can be found in Section 10.

Based on the results in Table 5, we observe that the hybrid learned indexes consistently outper-
form the baseline, demonstrating superior performance in terms of both time and space efficiency.
Notably, the hybrid index using CprLeCo_PGM_D in the static phase achieves a throughput of
1.82× that of the B+tree, while consuming only 71% of the space cost of the baseline. The primary
distinction between these two hybrid learned indexes lies in their static phases. When the memory
usage is the same, the smaller CprLeCo_PGM_D in the static phase saves more space for the insert
buffer in the dynamic phase, thereby enhancing throughput.
In summary, our hybrid framework offers practitioners a valuable opportunity to concentrate

their efforts on designing more efficient in-memory learned indexes or specialized index structures
tailored to other specific scenarios. This eliminates the need for extensive efforts in adapting
in-memory learned indexes to disk, allowing for more efficient and effective index development.
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Table 6. Summary of Parameters in YCSB Evaluation

Parameters Meaning/Implications

Fetching Strategy All-at-once strategy is adopted (G1)

Prediction Granularity Item-level 𝐺 is preferred based on G2

Search Range 𝑅𝑝 Smaller 𝑅𝑝 ⇒ faster lookup but more models

Merge Trigger Ratio Large ratios save memory via more merges.
(Single-Threaded YCSB) Set to 178, 222, 296, 445, and 890.

10 EVALUATION
In this section, we provide a comprehensive evaluation of all the general guidelines discussed
above. We first present the YCSB-based experimental setup in Section 10.1. Then, we evaluate the
hybrid learned indexes in single-threaded and multi-threaded scenarios in Sections 10.2 and 10.3,
respectively. The space efficiency is shown in Section 10.4. We compare against FILM, a learned
index designed for larger-than-memory scenarios, in Section 10.5. Finally, we evaluate the hybrid
learned indexes using the TPC-C benchmark in Section 10.6.

10.1 Experimental Setup
We use the Facebook, Amazon, and OSM datasets from SOSD. The evaluation is conducted on the
same machine in Section 3. The disk is PM9A3 NVMe SSD. Each dataset consists of 200 million
8-byte unsigned integer keys, each with an 8-byte pointer as the payload.

10.1.1 Workloads. Three YCSB benchmarks [4, 34] are used in our experiments: (1) Read-Only:
YCSB-C workload with 100% read. (2) Write-Only: Obtained by YCSB-C workload, but with 100%
insert. (3) Balanced: 50% insert, 50% read. This workload is derived from YCSB-A, and we replace
updates with inserts since update operations are similar to read operations. We establish a one-to-
one mapping between the YCSB keys and the keys from our datasets. We then replace the YCSB
keys with our keys in the generated workloads, as in [34].

We first initialize the indexes with 150 million keys from the randomly shuffled 200 million keys
in each dataset. Then, we carry out 10 million queries from YCSB following a uniform distribution.
Note that all lookup keys already exist in the index, and all inserted keys are not duplicated. As
described in Section 3, we use direct I/O to fetch the data points to bypass the OS page cache.

10.1.2 Metrics. Our evaluation includes three metrics: disk space, memory usage, and throughput.
Memory usage is the peak memory consumption during the execution of 10 million queries for
each index, and the disk space is the space used on disk after completing all queries, both measured
in MiB. These two metrics indicate the space efficiency of indexes. Throughput is calculated as the
total number of operations divided by the execution time.

10.1.3 Our All-in-One Disk-Based Learned Indexes. Following the general guidelines outlined
earlier, we have developed two representative all-in-one index structures: hybrid-PGM-disk and
hybrid-LeCo-disk. As illustrated in Table 6, we employ the all-at-once fetching strategy (G1) and
item-level prediction granularity (G2) for them. Besides, in the static stage of these indexes, we
use CprLeCo_PGM_D (G3, G4) and LeCo-Zonemap-D (G3, G5), both of which are equipped with
expanded error bounds. The dynamic phases (G6) use B+tree to focus more on static structures
since B+tree has the same performance on different datasets.
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10.1.4 Baselines. We compare our two indexes with two baseline indexes, consisting of a learned
index extended to disk by [14], PGM, as well as a traditional tree index, B+tree. We exclude other
disk-extended learned indexes because previous study [14] showed that they are inferior to a
regular disk-resident B+tree. We use open-source implementations for these indexes, which are
implemented in C++. We modify the original implementation of B+tree to provide users with the
capability to adjust the number of layers that are stored on disk. In our experimental setup, B+tree
comprises four layers: three layers of internal nodes and one layer of leaf nodes. Consequently,
B+tree offers three distinct settings in our YCSB evaluation to represent which layers are stored
on disk: (1) Leaf nodes only. (2) Leaf nodes and the bottom layer of internal nodes. (3) All layers
except the root node. In our evaluation of PGM, we employ the same parameters as those utilized
for our all-in-one indexes. We measure PGM at five settings of E[𝑅𝑝 ], including 1.05, 2, 3, 4, and 5,
respectively. For multi-threaded experiments, we try our best to extend the single-threaded B+tree
to support concurrency through reader-writer locks and optimistic insertion with a bitmap.

10.2 Single-Threaded YCSB Evaluation
10.2.1 Performance on Static Workload. We first focus on evaluating the lookup performance of
indexes without the impact of updates. As shown in Figure 11, on the read-only workload, both
our all-in-one indexes provide a Pareto improvement to the throughput and memory usage on all
the datasets.

First, our indexes consistently have higher throughput than PGMs for the same length of the last-
mile search. This is due to our choice of the all-at-once strategy based on G1, enabling our hybrid
indexes to achieve higher throughputs. In contrast, PGM experiences multiple I/O operations in the
last-mile search, leading to performance degradation. Second, compared to the B+tree, our indexes
can achieve the same maximum throughput with far less memory usage than its internal nodes. The
reason is that we have reduced memory usage in two ways: by reducing the number of models and
compressing the representation of models. As a result, our all-in-one learned indexes necessitate a
minimum of 16.4% of the memory footprint of B+tree to deliver the highest throughput.

The reason why the results of hybrid-PGM-disk and hybrid-LeCo-disk look similar is that the gap
between them is relatively small compared to the entire range on the x-axis. eActually, hybrid-LeCo-
disk utilizes more space than hybrid-PGM-Disk in most cases. Furthermore, LeCo also employs
linear models to learn data distribution, which is essentially the same approach as learned indexes.
Hence, it is not surprising that they exhibit similar performance.

10.2.2 Performance on Dynamic Workloads. Two dynamic workloads are used to test the update
performance of indexes.
Write-Only Workload.We allocate various memory budgets to accommodate future inserts

for our hybrid learned indexes, and E[𝑅𝑝 ] in the static phase is 5 pages since there are no read
queries here. As depicted in Figure 11, our recommendation to use a hybrid-index structure, rather
than expanding or designing a dedicated updatable learned index for disk, effectively addresses
the inefficiency in supporting updates of existing disk-based ones [14]. Consequently, the learned
indexes derived from our general guidelines can achieve up to 14.04× the throughput of the B+tree
without consuming additional memory space. The throughput of our indexes already incorporates
the effect of a single-threaded merge process that would block other queries. This implies that a
batch of inserts can perform better than multiple smaller inserts. Note that the throughput of our
indexes might decrease as the memory budget decreases, which is reasonable because the reduced
space allocated to hybrid indexes necessitates more merge operations. Nevertheless, it’s worth
noting that even with a small memory usage of only about 2MiB, both the hybrid-PGM-disk and
the hybrid-LeCo-disk can still maintain approximately the same or even higher throughput as
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Fig. 11. Throughput and Memory Usage of Four Indexes on Three Single-ThreadedWorkloads – The expected
number of I/O pages for learned indexes are as follows: (a) Read-Only: 1.05, 2, 3, 4, and 5 pages, respectively;
(b) Write-Only: all five pages. (c) Balanced: 1.5 pages when the memory usage exceeds 2MiB, increasing
to 5 pages when below 2MiB. Some points of PGM overlap because its insert throughput is independent of
memory usage and the memory usage is close in this figure’s scale when 𝜖 is large.

the baseline. Besides, the throughput of PGM on this workload is constant and independent of its
own parameters, as it uses LSM-style multi-layer buffers to support inserts, but this can have a
significant negative impact on mixed read/write workloads, as discussed below.

MixedWorkloads. On mixed workloads, our two indexes demonstrate remarkable performance,
achieving up to 1.81× speedup than the B+tree and 16.76× speedup than the PGM while consuming
the same memory footprint as the B+tree. The main reason for this performance boost is that we
allocate some space for newly inserted keys and ensure that read performance remains efficient by
allocating memory wisely between the two phases. In this way, read operations using the all-at-
once page-fetching strategy only require a single fast I/O and disk-related write operations can be
efficiently amortized. In contrast, due to its LSM-style design but without proper size ratios, PGM
tends to perform poorly on mixed read/write workloads. Lookups in the PGM require traversing
multiple layers of files throughout the index structure, resulting in a throughput of only around 1
Kops/sec. This validates our idea that existing implementations of disk-based learned indexes miss
numerous optimization opportunities.
Moreover, indexes with smaller static stages can allocate more space for inserts when memory

budgets are limited, consequently enhancing overall throughput. In scenarios with constrained
memory, the hybrid-PGM-disk with a smaller memory footprint offers higher throughput than the
hybrid-LeCo-disk.
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Fig. 12. Throughput of Three Multi-Threaded Indexes under Varying Thread Counts – The parameter settings
for the indexes all use the settings with their highest throughput in the single-threaded experiments.

Table 7. Space Cost (MiB) of Four Indexes on Facebook Dataset, Including Memory Usage and Disk Space.

PGM B+tree hybrid-PGM-d hybrid-LeCo-d

Read-Only 2313.8 3301.58 2290.43 2291.77
Write-Only 2451.75 3301.58 2444.16 2443.86
Balanced 2387.54 3301.58 2299.34 2297.71

10.3 Multi-Threaded YCSB Evaluation
In this section, we repeat the above experiments on the Facebook dataset using multiple threads.

Note that we disabled the parallel training of PGM in hybrid-PGM-disk to ensure a fair comparison.
As shown in Figure 12, both hybrid learned indexes and B+tree exhibit excellent scalability in
the read-only and balanced workload. For the write-only workload, the hybrid learned indexes
can scale up to 16 threads before they saturate the disk bandwidth. The non-blocking, lock-free
merge algorithm described in Section 9.1 allows the hybrid learned indexes to scale even with
write-intensive workloads and to achieve a notable speedup over the B+tree.

10.4 Space Efficiency
Table 7 shows the total space cost for these indexes on the Facebook dataset. We only present the
space cost for the configuration with the highest throughput for each workload, as the results align
with those obtained from other setups and datasets. The hybrid-index design without gaps at the
bottom level proves to be more space-efficient than the design that incorporates gaps throughout
the index structure. This observation further highlights the effectiveness of our guidelines for
utilizing a hybrid-index framework to facilitate updates, which not only help index structures
achieve high throughput but also make them more compact.

10.5 Comparison to FILM
FILM [20] is a learned index designed for larger-than-memory scenarios. Its main idea is to incorpo-
rate an in-memory data cache based on adaptive LRU. We compare our approach to FILM using the
above single-threaded YCSB-based workload on the Facebook dataset. We set the memory budget
for our hybrid-PGM-disk to 10 MiB, according to the “best-throughput” configurations in Figure 11.
Because FILM must keep a 16-byte (page #, offset) pair in memory for every data item on disk, it is
impossible to force a small memory footprint with FILM. As shown in Figure 13, FILM has 1.9×
higher throughput than hybrid-PGM-disk for the read-only workload, but it consumes 5 GiB of
the memory space (the on-disk portion is only 0.94 GiB since 58% of data points are in memory).
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Table 8. TPC-C Workload – Index space includes both memory usage and disk space, and all indexes have
similar memory usage.

100 warehouses B+tree hybrid-PGM-d hybrid-LeCo-d

Throughput (txn/s) 443.65 545.86 533.21
Index Space (MiB) 1100.37 764.111 765.076

Meanwhile, FILM exhibits extremely low performance in the write-heavy workloads because it
has to evict data frequently to disk to maintain the LRU chains. Given the poor write performance
and high memory usage, we conclude that FILM is less efficient compared to our approach as a
general-purpose on-disk index.

10.6 TPC-C Benchmark
We evaluate the hybrid learned indexes using the TPC-C benchmark [5] in this section. To focus
on the performance differences of the on-disk indexes, we store the tuples in memory. Each table
has a primary-key index, and we construct two secondary indexes: last name + first name for the
CUSTOMER table and customer ID for the ORDER table. Each transaction involves multiple index
lookups/insertions (on disk) followed by tuple fetches/insertions (in memory). The transaction
throughput, therefore, is dominated by the index performance. We initialize the workload with 100
warehouses and then execute 200,000 transactions with a single thread. We report the transaction
throughput and space consumption for using B+tree and the two different hybrid learned indexes.
As shown in Table 8, a hybrid learned index can speed up transaction processing by over 20% in
TPC-C compared to a B+tree while consuming 30% less index space.

11 CONCLUSION
In this paper, we delve into the issue of sub-optimal performance exhibited by learned indexes when
transitioning from memory to disk scenarios. To address this issue, we propose several general
guidelines to facilitate the mem-to-disk transformation. We assess our guidelines by developing and
evaluating two disk-based learned indexes using the YCSB benchmark. The results demonstrate that
indexes constructed in accordance with our guidelines can achieve superior throughput compared
to the B+tree (implying supremacy over other implementations as well), while consuming a much
smaller storage footprint. We hope these guidelines can facilitate practitioners and enhance the
functionality and efficiency of learned indexes in a disk-based environment.
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