
4

CompressGraph: Efficient Parallel Graph Analytics with
Rule-Based Compression
ZHENG CHEN, Key laboratory of Data Engineering and Knowledge Engineering (MOE), and School of
Information, Renmin University of China, China
FENG ZHANG∗, Key laboratory of Data Engineering and Knowledge Engineering (MOE), and School of
Information, Renmin University of China, China
JIAWEI GUAN, Key laboratory of Data Engineering and Knowledge Engineering (MOE), and School of
Information, Renmin University of China, China
JIDONG ZHAI, Department of Computer Science and Technology, Tsinghua University, China
XIPENG SHEN, Computer Science Department, North Carolina State University, United States
HUANCHEN ZHANG, Tsinghua University, China and Shanghai Qi Zhi Institute, China
WENTONG SHU, Key laboratory of Data Engineering and Knowledge Engineering (MOE), and School of
Information, Renmin University of China, China
XIAOYONG DU, Key laboratory of Data Engineering and Knowledge Engineering (MOE), and School of
Information, Renmin University of China, China

Modern graphs exert colossal time and space pressure on graph analytics applications. In 2022, Facebook
social graph reaches 2.91 billion users with trillions of edges. Many compression algorithms have been
developed to support direct processing on compressed graphs to address this challenge. However, previous
graph compression algorithms do not focus on leveraging redundancy in repeated neighbor sequences, so
they do not save the amount of computation for graph analytics. We develop CompressGraph, an efficient
rule-based graph analytics engine that leverages data redundancy in graphs to achieve both performance boost
and space reduction for common graph applications. CompressGraph has three advantages over previous
works. First, the rule-based abstraction of CompressGraph supports the reuse of intermediate results during
graph traversal, thus saving time. Second, CompressGraph has intense expressiveness to support a wide range
of graph applications. Third, CompressGraph scales well under high parallelism because the context-free rules
have few dependencies. Experiments show that CompressGraph provides significant performance and space
benefits on both CPUs and GPUs. On evaluating six typical graph applications, CompressGraph can achieve
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1.97× speedup on the CPU, while 3.95× speedup on the GPU, compared to the state-of-the-art CPU and GPU
methods, respectively. Moreover, CompressGraph can save an average of 71.27% memory savings on CPU and
70.36 on GPU.

CCS Concepts: • Information systems→ Graph-based database models; • Theory of computation→
Graph algorithms analysis.

Additional Key Words and Phrases: graph analytic, compression, compressed data direct processing
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1 INTRODUCTION
Graph analytics has become the basis in many fields, such as social networks [3, 6, 10, 45, 79, 134,
156], machine learning [45, 48, 103, 108, 110, 122, 127, 128, 148, 149], and data mining [19, 20, 23, 31,
36, 45, 66, 82, 123, 130, 150]. However, the tremendous growth of graph sizes poses great pressure
in graph analytics systems. For example, as of 2022, the Facebook social graph involves 2.91 billion
users and trillions of edges [93]. Such magnitude of graphs brings challenges from both time and
space perspectives, making the traditional adjacency matrix approach impractical [34]. Large graph
representations are particularly unfriendly to heterogeneous accelerators such as GPUs, because
these accelerators usually use discrete memory that has limited capacity and is connected through
PCIe.
There is an extensive literature on graph representations [9, 12, 13, 16, 17, 49, 116, 117, 119],

among which the adjacency list [119] is the most widespread. The adjacency list for a graph node
is simply a list of its neighboring vertices, and is space-efficient when the graph is sparse. However,
the size of the adjacency lists still grows linearly with the number of edges in the graph, which
means that graph analytics tasks still need to process the same number of edges as they would for
the adjacency matrix, making this approach suboptimal in handling the explosion of graph sizes.
Fortunately, graphs in the real world such as web graphs [13] and social graphs [132] contain

a lot of redundancies. Our experiments (detailed in Section 6) show that 74.6% of the edges are
repeatedly stored when adjacency list is used to represent real web and social graphs. Previous
lossless compression methods achieve significant space savings by leveraging such redundancies [9,
12, 13, 16, 49, 116, 117]. However, applications operating on these compressed graphs have to
decode on-the-fly, causing performance degradation. Moreover, the irregular access patterns and
dependencies of the decoding procedures make it difficult to parallelize.
We propose to use rule-based compression to facilitate efficient parallel graph analytics. There

are three main advantages. First, rule-based compression can effectively reduce redundancies in
a graph, where a repeated sequence of neighboring vertices is represented by a rule that takes
less space. For example, as shown in Figure 1, when we perform PageRank [104] and connectivity
analysis [8] to find “small worlds” on a large social network graph, we find that 57.8% of people
have mutual friends, showing a great potential for data reuse. Second, rule-based compression
can reduce redundant computations by caching and reusing the process results for rules. Prior
works show that similar computation reusing techniques achieve 2.2× speedup for 77.5% data
redundancy on data science applications [142, 146]. Finally, our rule-based compression allows
processing directly on compressed graph, thus avoiding the expensive graph decoding operations.
Additionally, rule-based computing has been proved to be GPU friendly [140], and the compression
format effectively expands the processing capacity of GPUs on graph analytics.
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Fig. 1. Use case of social network analytics. Users 3, 4, and 5 are repeated neighbors of both users 1 and 2.

Performing efficient graph processing directly on compressed graphs requires handling the
following three challenges. The first challenge is to achieve space and computation reductions
simultaneously on a graph. The second challenge is to enable the compression format to serve a
wide range of graph applications efficiently. Finally, the proposed algorithm must be highly parallel
so that it can be accelerated by GPUs to achieve even better performance.
In this paper, we present CompressGraph, our graph analytics engine leveraging rule-based

compression. CompressGraph represents graphs using a hierarchy of rules to achieve efficient
compression and computation reuse. The engine supports a wide range of graph applications,
thanks to our built-in finite state machine (FSM) that has a high expressive capacity. The FSM also
has fewer dependencies compared to the systems that require decoding (detailed in Section 6.2) to
allow higher parallelism. We developed a synchronization-free parallel strategy in CompressGraph,
which has both CPU and GPU supports.

We compared CompressGraph against state-of-the-art solutions (Ligra+ [116, 117] on CPU, and
Gunrock [129] on GPU) on six common graph algorithms: breadth-first search (BFS), single-source
shortest path (SSSP), connected component (CC), pagerank (PR), topological sorting (TP), and
Hyperlink-Induced Topic Search (HITS). Experiments show that CompressGraph accelerates the
applications by 1.97× when executing on CPUs. For GPUs, the speedup reaches 3.95×. Meanwhile,
CompressGraph is space-efficient, with a 74.6% compression rate (1 − 𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑒𝑑𝑠𝑖𝑧𝑒/𝑟𝑎𝑤𝑠𝑖𝑧𝑒 ), and
consumes 71.27% and 70.36% less memory for CPU and GPU processing, respectively.

We summarize the contributions of this work as follows.
• We exhibit our insights in the rule-based graph compression, and point out that we can perform
compressed graph direct processing via rule interpretation.

• We develop CompressGraph, a graph analytics engine that can perform efficient compressed
graph direct processing on both CPU and GPU.

• We evaluate CompressGraph with six typical graph analytics applications, and demonstrate its
benefits over the state-of-the-art graph processing methods.

2 BACKGROUND ANDMOTIVATION
2.1 Existing Graph Compression
Researchers have studied compressed graph representations extensively [5, 21, 54, 113]. The most
commonly used formats are adjacencymatrices and adjacency lists. Compared to adjacencymatrices,
adjacency lists are more compact because graphs are usually sparse in practice. Accordingly, many
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R0 → R1   R1 R2   1
R1 → R2    3     R2   4
R2 →  1      2

Input: Rules:

(a) Original data. (b) TADOC compressed data. (c) DAG representation.

R0: R1 R1 R2 1

R1: R2 3 R2 4

R2: 1 2

Fig. 2. A rule-based compression.

graph compression studies [12, 13, 16, 117] investigate encoding the adjacency list to maximize
space savings.

Graph encoding. Encoding the neighbors of vertices can significantly reduce storage space. We
list four representative graph compression techniques as discussed in the study [9]: 1) Variable-
length encoding employs variable-length codes to represent the vertices in the adjacency list instead
of fixed byte representation such as int and long. 2) Reference encoding begins by extracting the
same neighbors of two vertices and then uses reference coding to encode them. 3) Interval encoding
stores consecutive vertices (e.g. x,x+1,...,x+k) using interval boundaries 𝑥 and x+k. 4) Gap encoding
preserves the difference between neighbors 𝑁1 (𝑣)-𝑣 , 𝑁2 (𝑣)-𝑁1 (𝑣), ..., 𝑁𝑑𝑣 (𝑣)-𝑁𝑑𝑣−1 (𝑣), rather than
the vertex ID 𝑁𝑖 (𝑣)𝑠 themselves, given a neighbor sequence “𝑁1 (𝑣), 𝑁2 (𝑣), ..., 𝑁𝑑𝑣 (𝑣)” of vertex 𝑣 .
All of these encoding-based approaches must spend extra cycles decoding the graph on the fly
when performing graph analytics.

GPU processing. In recent years, heterogeneous accelerators, represented by GPUs, are becom-
ing more and more popular, and have already been used in graph systems [50, 55, 59, 63, 106, 129,
152]. However, GPUs have limited capacity and on-the-fly decompression is difficult to parallelize,
making existing graph compression solutions unsuitable for GPU parallelism.

2.2 Redundancies in Real-World Graphs
We define the “redundancy ratio” of a graph as the portion of the adjacency list where a neighbor
sequence (with length ≥ 2) appears more than once. Redundancies exist in a wide range of
graph applications [8, 39, 44, 64, 104, 133]. Here, we examine two real-world graphs from different
categories (see Section 6.1 for graph details). sk-2005 is a representative web graph where algorithms
such as page rank [104] can be applied to mine hubs and authorities [64]. hollywood-2009 is a social
network graph where the vertices represent actors/actresses and the edges indicate cooperation in
the same movie. Our analysis shows that the redundancy ratios for sk-2005 and hollywood are as
high as 85.3% and 57.8%, respectively. Such a high fraction of repetition motivates us to develop a
rule-based compression scheme to improve the efficiency of graph analytics.

2.3 Rule-Based Compression
Rule-based compression has been proved to be a big success in data science [29, 100, 101, 142–
144, 146]. One representative is TADOC (text analytics directly on compression) [142–144, 146],
which utilizes a set of context-free grammar rules to represent text data. TADOC uses a rule to
denote a repeated piece of content, and a rule can contain subrules and pieces of original data.
TADOC can further use a DAG to organize the rules, and thus can transform the original text
analytics tasks into a DAG traversal problem.
Data compression. In rule-based compression, a rule represents a subsequence that occurs

multiple times in the original data. The compressor reads a string of length 𝑁 sequentially and
stores digrams in a hash table (a digram is a pair of two adjacent elements). Each time a new element
is scanned, the compressor checks the hash table for its digram. The compressor substitutes a
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Step 1
Step 2 1: 1×2 = 2     3: 1

2: 1×2 = 2     4: 1

<1,2>  <2,2> <3,1> <4,1>

Step 3 1: 2×2 + 1 + 1 = 6
2: 2×2 + 1 = 5
3: 1×2 = 2
4: 1×2 = 2

<1,1> <2,1>

<1,6>  <2,5> <3,2>  <4,2> R0: R1 R1 R2 1

R1: R2 3 R2 4

R2: 1 2

CFG Relation
Information propagation

Fig. 3. An example of using TADOC for counting word frequencies.

digram with a rule if it already exists; otherwise, it creates a new digram record. After replacing a
digram with a new rule, the compressed format contains fewer elements. Then, the compressor
restores unique subrules. Note that the compressor scans the data only once and the hash table
digram search complexity is O(1). Each substitution shortens the string by one, so the maximum
number of substitutions is 𝑁 . Accordingly, the compression has O(𝑁 ) complexity.
We illustrate the process in Figure 2. The numbers in Figure 2 (a) represent different elements,

which are compressed into different rules denoted by 𝑅𝑖 in Figure 2 (b). Specifically, when we scan
up to {1,2,3,1,2}, the compressor substitutes “1,2” with rule R1, and generates {R1,3,R1}. Similarly, the
compressor would transform the scan sequence {1,2,3,1,2,4,1,2,3} to {R1,3,R1,4,R1,3}. Because there
are repeated occurrences of “R1,3”, it is replaced with a new rule “R2”. This process continues until
we obtain string {R4,R4,R1,1} after the full scan, where R4→ “R3,4”, R3→ “R1,R2”, R2→ “R1,3”,
and R1 → “1,2”. Because R2 and R3 appear only once, the compressor restores R2 and R3, making
R4→ {R1,3,R1,4}. After renumbering the rules, the original string is represented in the form shown
in Figure 2 (b). In addition, the rules can be organized as a DAG, as shown in Figure 2 (c).
Application. Figure 3 shows an application where the task of counting word frequencies is

transformed to a graph traversal. Each node in the DAG performs a local word count for its rule
and passes the result to the parent node. Because we compute only once for each rule (although it
appears multiple times in the hierarchy), we save duplicate computations. Specifically, instead of
scanning the entire sequence of uncompressed data (Figure 2 (a)), we first obtain word frequencies
{<1,1>, <2,1>} for R2. We then perform the task in R1 and get an intermediate result {<R2,2>, <3,1>,
<4,1>}. After substituting R2 with its prior computation result, the final word frequencies for R1
become {<1,2>, <2,2>, <3,1>, <4,1>}. We repeat the process for R0 and deliver the final result. Note
that we perform the word count only once for R1 and R2, despite that the sequences are repeated
multiple times in the original data.
Opportunities. We argue that the rule-based compression also fits graph analytics, where

repeated neighbor sequences can be represented using rules. Figure 4 (b) shows an example where
the neighbor sequence of each vertex is represented by a combination of vertices and recursive rules.
However, a naive application of TADOC on the adjacency list cannot support efficient processing
on the compressed graph directly. One reason is that graph algorithms are often iterative, causing
multiple traversals of the DAG of rules. In the next section, we describe the conceptual framework
of our system that makes this idea practical.
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(c) BFS on CompresseGraph.

(a) Original graph.
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Fig. 4. An example of BFS using CompressGraph.

3 CONCEPTUAL FRAMEWORK
We develop a graph analytics engine called CompressGraph, which can perform graph analytics
tasks without decompression. In this section, we introduce the conceptual framework of Compress-
Graph. We first describe our basic idea of conducting graph processing directly on CompressGraph.
Then, we model graph traversal on the compressed graph using a finite state machine to generalize
our solution to a wide range of graph applications.

3.1 Basic Idea of CompressGraph
The core idea behind CompressGraph is data reuse. To reuse data, we calculate only once for
the results of multiple repeated computations in graph traversal and then reuse the duplicated
intermediate results in subsequent computations. In graph application, we can attach special
attributes to the rules, such as whether certain rules of neighbors have been traversed or not. If
a rule has been processed by one parent, its other parents do not need to further scan the rule
including its subrules, thus saving computation.
Design. CompressGraph adopts a two-level traversal design, including a graph traversal (i.e.,

processes vertices without rules) and a rule traversal. The two-level traversal process contains four
steps. 1) Initialization. CompressGraph puts the initial vertex into a vertex queue. 2) Graph traversal.
CompressGraph selects its neighbor vertices that have not been visited, marks them as visited, and
puts them into the vertex queue. 3) Rule traversal. CompressGraph recursively expands the rules it
encounters into vertex sequences using the rule graph. It also marks the not-yet-visited vertices
and puts them into the vertex queue. 4) CompressGraph pops out the first element from the vertex
queue and repeats the procedure from the second step.

Example. We use breadth-first search (BFS) to illustrate the above process in Figure 4. We start
with the graph traversal step for vertex 0 whose neighbors include {𝑅1, 5, 𝑅2}. We mark vertex
5 as visited and put it into the queue for next iterations. Then, we deal with {𝑅1, 𝑅2} in the rule
traversal step, during which we recursively expand 𝑅1 by marking and visiting {𝑅1, 𝑅3, 1, 2, 4},
and recursively expand 𝑅2 by marking and visiting {𝑅2, 6, 7}. The vertex queue now includes
{5, 1, 2, 4, 6, 7}. Note that during the rule traversal of 𝑅1, we mark 𝑅3 as visited to avoid potential
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re-traversals later. Figure 4 (c) shows the remaining BFS process. Because {𝑅1, 𝑅2, 𝑅3, 1, 2, 4, 5, 6, 7}
are already marked as visited during the first iteration, we can skip them in later ones.

3.2 Graph Traversal Modeling
To generalize our idea, we use a finite state machine (FSM) [71] to model the graph traversal process.
We first introduce a programming model to describe the compressed graph applications. Second,
we use a FSM to describe the state transition in graph traversal. Third, we use an example to show
the graph traversal process.
Programming model. CompressGraph functions in a vertex-centric mechanism. In each it-

eration, CompressGraph is driven by changes in vertices. Both CompressGraph and other graph
processing frameworks [63, 96, 129] that use vertex-centric models include two major steps: (1)
Advance. Given an input vertex set, the system visits the neighbors of the set and generates the
set of neighbors that satisfy the condition as the output. (2) Compute. The compute step performs
the operation on all the neighbors of the set of vertices being processed. These two steps can be
defined as condition and operation, where condition corresponds to the advance step and operation
corresponds to the compute step. The input of the condition is a vertex𝑢, and the output is a Boolean
value. The input of the operation is a vertex pair <𝑢, 𝑣>, where 𝑢 belongs to the currently processed
vertex set, and 𝑣 is a neighbor of 𝑢. A similar idea has also been adopted by Gunrock [129].

The difference between CompressGraph and other vertex-centric graph analytics frameworks [63,
116, 129] is that CompressGraph directly processes the compressed graph, which contains two
different types of elements: vertices and rules. We treat rules as a new type of vertices. Therefore,
CompressGraph comprises two types of vertices: traditional vertices and rules. CompressGraph
also includes four types of edges: v2v, v2r, r2v, and r2r, where 𝑣 represents a vertex and 𝑟 represents
a rule. For different types of vertices and edges, their conditions and operations are also different.
We propose the definition for CompressGraph based on the vertex-centric programming model.

Through examination of various graph applications, we develop a unified conceptual framework,
which can be represented by a six-element tuple <Graph, Operation, Condition, Result, 𝑆𝑡𝑎𝑡𝑒𝑠𝑡𝑎𝑟𝑡 ,
𝑆𝑡𝑎𝑡𝑒𝑒𝑛𝑑>. The conceptual framework can capture common graph traversal operations. The detailed
definition is as follows.
• Graph, which represents the compressed graph, denoted as <𝑉 , 𝑅, 𝐸>, where 𝑉 represents the set
of vertices, and 𝑅 represents the set of rules. 𝐸 represents the set of edges in the graph. An edge can
be represented by <𝑠𝑟𝑐 , 𝑑𝑠𝑡>, which has four different types: <𝑣 ,𝑣>, <𝑣 ,𝑟> , <𝑟 ,𝑣>, and <𝑟 ,𝑟>, where
𝑣 is an element of𝑉 and 𝑟 is an element of 𝑅.𝐺𝑟𝑎𝑝ℎ satisfies the condition: 𝐸 ⊆ (𝑉 ∪ 𝑅) × (𝑉 ∪ 𝑅).

• Operation, which has four types in CompressGraph, corresponds to four types of edges. We use
𝑂𝑣2𝑣 , 𝑂𝑣2𝑟 , 𝑂𝑟2𝑣 , and 𝑂𝑟2𝑟 to indicate the operations between vertices and rules.

• Condition, which determines whether an element needs to be processed in the next iteration,
including 𝐶𝑣 for vertices and 𝐶𝑟 for rules. In each iteration, for a vertex or rule, the Condition
function checks all the neighbors. Then, CompressGraph adds the neighbors that satisfy the
condition function to the set of elements to be processed in the next iteration. In detail, given
a vertex 𝑣 or rule 𝑟 , Condition can check all their properties, including the user-defined 𝑅𝑒𝑠𝑢𝑙𝑡
field and common properties such as degree we provide. For example, in topological sorting (TP),
Condition checks whether the in-degree of input element is 0.

• Result, which represents the data structure for the final result, and can be used in Operation and
Condition.

• 𝑆𝑡𝑎𝑡𝑒𝑠𝑡𝑎𝑟𝑡 , which represents the start state.
• 𝑆𝑡𝑎𝑡𝑒𝑒𝑛𝑑 , which represents the end state.

Finite state machine for compressed graph traversal. We use (𝑊,𝐺, 𝐵) to represent the
states of CompressGraph in graph traversal, where𝑊 denotes the set of elements (part of𝑉 ∪𝑅) that
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Fig. 5. Finite state machine in CompressGraph.

do not need to be processed,𝐺 denotes the set of elements that need to be processed, and 𝐵 denotes
the set of elements that have already been processed. We use a fixed-length array to maintain the
state of each vertex and rule in the graph. All the vertices and rules are independent of each other
without a nested relationship, so the space complexity of FSM is 𝑂 (𝑉 + 𝑅). Since there are only
three states for a vertex or rule, we can represent the state using only two bits. Experiments show
that such data structures occupy less than 2% of the total space, which is negligible. Both 𝑆𝑡𝑎𝑡𝑒𝑠𝑡𝑎𝑟𝑡
and 𝑆𝑡𝑎𝑡𝑒𝑒𝑛𝑑 are special states of (𝑊,𝐺, 𝐵). Therefore, the states in CompressGraph satisfy the
conditions in Equation 1.

𝑊,𝐺, 𝐵 ⊆ (𝑉 ∪ 𝑅),
𝑊 ∪𝐺 ∪ 𝐵 = 𝑉 ∪ 𝑅,

(𝑊 ∩𝐺) ∪ (𝑊 ∩ 𝐵) ∪ (𝐺 ∩ 𝐵) = ∅
(1)

Then, the graph traversal in CompressGraph can be described as a finite state machine, as shown
in Figure 5. The finite state machine starts from 𝑆𝑡𝑎𝑡𝑒𝑠𝑡𝑎𝑟𝑡 , and ends at 𝑆𝑡𝑎𝑡𝑒𝑒𝑛𝑑 . We formally define
the state transition as operating on all elements belonging to𝐺 (part of𝑉 ∪𝑅). For an element, 𝑣 or
𝑟 , in𝐺 , CompressGraph traverses all its neighbors and executes the operation based on the type
of edges (𝑂𝑣2𝑣 , 𝑂𝑣2𝑟 , 𝑂𝑟2𝑣 , and 𝑂𝑟2𝑟 ). Afterwards, CompressGraph checks all its neighbors to see
whether the condition, 𝐶𝑣 or 𝐶𝑟 , is met. If so, CompressGraph adds the neighbor to𝐺 , which needs
to be processed in the next iteration. When CompressGraph reaches 𝑆𝑡𝑎𝑡𝑒𝑒𝑛𝑑 , CompressGraph
stops.

Correctness proof.Assume a vertex 𝑣 in the original graph, whose neighbor set is {𝑢1, 𝑢2, ..., 𝑢𝑛}.
For a neighbor 𝑢𝑖 , if edge <𝑣,𝑢𝑖> is in the compressed graph, we can process the edge <𝑣,𝑢𝑖> with
𝑂𝑣2𝑣 and process 𝑢𝑖 with 𝐶𝑣 to determine whether to add it to 𝑆𝑡𝑎𝑡𝑒.𝐺 . If edge <𝑣,𝑢𝑖> is not
in the compressed graph, then there must be a path <𝑣, 𝑟1, ..., 𝑟𝑚, 𝑢𝑖> between 𝑣 and 𝑢𝑖 in the
compressed graph with only rules. In this case, we perform rule traversal to process the edge
<𝑣,𝑢𝑖> in the original graph. We use 𝑂𝑣2𝑟 to process edge <𝑣, 𝑟1>, 𝑂𝑟2𝑟 to process <𝑟𝑖 , 𝑟𝑖+1>, and
𝑂𝑟2𝑣 to process <𝑟𝑚, 𝑢𝑖>. Besides, we use 𝐶𝑟 to determine whether to add {𝑟1, 𝑟2, ..., 𝑟𝑚} to 𝑆𝑡𝑎𝑡𝑒.𝐺 .
During rule traversal, we can use the 𝑅𝑒𝑠𝑢𝑙𝑡 field of rules to store the intermediate results. Thus,
the programming model and finite state machine of CompressGraph can handle any vertex and its
neighbors with the rule-based compression format.
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Listing 1. BFS definition in CompressGraph.

1 CompressGraph = {Graph; Operation; Condition; Result, State_start, State_end};
2 Graph = {V, R, E};
3 class Operation{
4 void Ov2v(vertex src, vertex dst){
5 if(dst.distance == INIT) { dst.distance = src.distance+1; }
6 }
7 void Ov2r(vertex src, rule dst){
8 if(dst.distance == INIT) { dst.distance = src.distance+1; }
9 }
10 void Or2v(rule src, vertex dst){
11 if(dst.distance == INIT) { dst.distance = src.distance; }
12 }
13 void Or2r(rule src, rule dst){
14 if(dst.distance == INIT) { dst.distance = src.distance; }
15 }
16 };
17 class Condition{
18 bool Cv(vertex V) { return V.distance == INIT; }
19 bool Cr(rule R) { return R.distance == INIT; }
20 };
21 class Result{
22 int distance;
23 Result(Graph G){
24 distance = INIT;
25 }
26 };
27 State_start = {V&R-{root}, {root}, null};
28 State_end = {U1, null, U2};
29 State_cur = State_start;

Example. We use BFS as an example to illustrate the graph processing using CompressGraph in
Listing 1. The result of BFS is the distance from the root to all vertices (Line 22). The distances of all
elements are initially set to 𝐼𝑁 𝐼𝑇 (Lines 23 to 25). The𝑂𝑣2𝑣 and𝑂𝑣2𝑟 operations assign 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒+1 of
𝑠𝑟𝑐 to the 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 of 𝑑𝑠𝑡 if 𝑑𝑠𝑡 .𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 is equal to 𝐼𝑁 𝐼𝑇 (Lines 4 to 9). The𝑂𝑟2𝑣 and𝑂𝑟2𝑟 operations
set the distance value of 𝑑𝑠𝑡 to that of 𝑠𝑟𝑐 if 𝑑𝑠𝑡 .𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 is equal to 𝐼𝑁 𝐼𝑇 (Lines 10 to 15). The
conditions of 𝐶𝑣 and 𝐶𝑟 represent whether the distance from the elements to the root has been
updated (Lines 17 to 20). In BFS, 𝑆𝑡𝑎𝑡𝑒𝑠𝑡𝑎𝑟𝑡 is < 𝑈 , {𝑟𝑜𝑜𝑡},∅ >, where𝑈 is {(𝑉 ∪ 𝑅) − {𝑟𝑜𝑜𝑡}} (Line
27). 𝑆𝑡𝑎𝑡𝑒𝑒𝑛𝑑 is < 𝑈 1,∅,𝑈 2 >, where 𝑈 1 ∪𝑈 2 = 𝑉 ∪ 𝑅 (Line 28). In this definition, because the
distance of a rule and the distance of a vertex are changed once the rule (vertex) has been visited,
they are put into 𝐺 at most once. Therefore, we only need to process the rule once, after which all
elements that access the rule do not need to retraverse the rule recursively again, thus achieving
data reuse.
Figure 6 illustrates the state transition process of the BFS example in Section 3.1. In 𝑆𝑡𝑎𝑡𝑒𝑠𝑡𝑎𝑟𝑡 ,

only vertex 0 is in 𝐺 , and all the other elements are in𝑊 . In each state transition, we take out an
element (𝑣 or 𝑟 ) in 𝐺 , traverse all its neighbors, put the neighbors that have not been traversed
from𝑊 into 𝐺 , and put the element into 𝐵, to form the next state. The execution terminates when
𝐺 is empty.
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Fig. 6. Illustration of the state transition process. The white grid cells𝑊 represent the elements that do not
need to be processed. The gray grid cells 𝐺 represent the elements that need to be processed. The black grid
cells 𝐵 represent the elements that have been processed.

4 SYSTEM DESIGN
4.1 Overview
We show the overview of CompressGraph in Figure 7. After receiving the user input <Graph,
Operation, Condition, Result, 𝑆𝑡𝑎𝑡𝑒𝑠𝑡𝑎𝑟𝑡 , 𝑆𝑡𝑎𝑡𝑒𝑒𝑛𝑑>, CompressGraph engine starts to process the
input, which consists of two main phases: an initialization phase and a two-level traversal phase
(Section 4.2). The initialization phase is used to pre-scan the user input and initialize data structures.
The two-level traversal phase is used to traverse the compressed graphs. GPU can accelerate the
two-level traversal phase. To enable high parallelism in processing compressed graphs, we develop
an inter-level synchronization-free graph traversal optimization (Section 4.3) and in-edge support
to solve write conflict issues (Section 4.4) on GPU.

Novelties.We summarize the novelties of CompressGraph as follows. First, CompressGraph can
improve performance and reduce storage space at the same time by means of data reuse in the rule-
based compressed graph. Second, CompressGraph uses a finite state machine (FSM) innovatively to
support a wide range of graph applications by parsing rules. Third, we propose a novel inter-level
synchronization-free graph traversal and in-edge support optimization, which removes the last
barrier to enable CompressGraph to take advantage of parallelism in both multi-core CPUs and
GPUs.

4.2 CompressGraph Engine
This section introduces CompressGraph, which consists of two phases, initialization and two-level
traversal, as shown in Figure 7.
Initialization. In the initialization phase, CompressGraph first checks whether 𝑆𝑡𝑎𝑡𝑒𝑠𝑡𝑎𝑟𝑡 and

𝑆𝑡𝑎𝑡𝑒𝑒𝑛𝑑 are valid. Second, CompressGraph loads the graph data, constructs necessary data struc-
tures, and builds functions for user-defined input. Third, CompressGraph conducts branch reduction
since different types of operations can include the same content.
1) State checking. The rationality of the state determines whether CompressGraph can execute

successfully. Wrong 𝑆𝑡𝑎𝑡𝑒𝑠𝑡𝑎𝑟𝑡 and 𝑆𝑡𝑎𝑡𝑒𝑒𝑛𝑑 can incur program errors, causing the program to crash.
𝑆𝑡𝑎𝑡𝑒𝑠𝑡𝑎𝑟𝑡 and 𝑆𝑡𝑎𝑡𝑒𝑒𝑛𝑑 must satisfy the constraints in Equation 1.
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Fig. 7. CompressGraph overview.

2) Graph loading and construction. The elements of compressed graphs can be categorized into
graph vertices and rules. CompressGraph loads the compressed graph into memory and records
vertices and rules, respectively. Afterwards, the application-related data structures and operations
are constructed.

3) Branch reduction. We find that different types of operations can include the same content. For
example, for BFS, 𝑂𝑣2𝑣 and 𝑂𝑣2𝑟 , 𝑂𝑟2𝑣 and 𝑂𝑟2𝑟 , and 𝐶𝑣 and 𝐶𝑟 are the same. These operations can
be merged to reduce program branches for efficiency.
Two-level traversal. CompressGraph uses a two-level traversal model for graph applications,

which includes graph traversal and rule traversal. The graph traversal serves to traverse vertices,
whereas the rule traversal serves to traverse rules. The two-level traversal is a nesting of these two
kinds of traversals. The outer layer is graph traversal, and the inner layer is rule traversal, as shown
in Figure 7. Both graph traversal and rule traversal consist of iterations, and we use state transition
to abstract the processing in each iteration of the two-level traversal. Because it is necessary to
further traverse rules as vertex neighbors, each graph traversal iteration can include multiple rule
traversal iterations. We define that the elements processed in each iteration in graph traversal and
rule traversal are at the same level, and they can be processed in parallel. We further call each
iteration in the graph traversal a graph level, because all elements in the same graph level belong to
the same level in the uncompressed state.
Graph traversal. We call the traversal of the vertices graph traversal, which is the same as the

uncompressed data. The input of each iteration in graph traversal is a set of vertices. After processing,
a set of vertices is generated as the input of the next iteration. The CompressGraph engine guarantees
that each iteration in the graph traversal obtains the same result as the uncompressed data, which
naturally proves the correctness of our program.

Rule traversal. The rule traversal is nested in the graph traversal, where CompressGraph processes
the DAG of rules. CompressGraph starts with a rule and traverses all its sub-rules recursively. For
each rule encountered in the rule traversal process, CompressGraph decides whether to traverse
downwards of the rule according to the user-defined condition 𝐶𝑟 . If the rule has been traversed,
which means that𝐶𝑟 is false, CompressGraph does not need to process the rule repeatedly, including
its subrules, thus saving computation.
State transition. We use the state transition for graph traversal and rule traversal switching in

the two-level traversal. We record only the start state and end state in one iteration to parallelize
the state transition process without recording the intermediate states. Accordingly, the elements in
a state transition can be processed in parallel. For example, there are several state transitions from
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𝑠𝑡𝑎𝑡𝑒𝑖 to 𝑠𝑡𝑎𝑡𝑒 𝑗 in Figure 6. We record only the 𝑠𝑡𝑎𝑡𝑒𝑖 and 𝑠𝑡𝑎𝑡𝑒 𝑗 because they are the beginning
states of the two different traversal iterations. In detail, we can process {R2,5,R1} in parallel, and
process {7,6,3,1,4,R3} in parallel.

We dynamically determine the parallel strategy for rule traversal in each state transition. There
are two parallel strategies for rule traversal: (1) intra-thread rule traversal, and (2) inter-thread
rule traversal, as shown in Figure 8. For intra-thread rule traversal in Figure 8 (a), CompressGraph
creates 𝑁 threads at the beginning of each graph traversal iteration, where 𝑁 is the number of
vertices in 𝑆𝑡𝑎𝑡𝑒.𝐺 . Rule traversal is processed recursively within the same thread. In contrast,
inter-thread rule traversal, as shown in Figure 8 (b), processes rules in parallel in graph traversal,
which creates a thread for each rule at the rule level. Inside the thread, the inter-thread rule traversal
processes only the direct children of the rule. Intra-thread rule traversal requires fewer threads
and synchronization times, but can cause excessive processing time for certain threads due to load
imbalance problems. Inter-thread rule traversal can increase the degree of parallelism and avoid
the long waiting time caused by the tail of long processing time for specific threads; however, it has
more parallelism overhead than the intra-thread rule traversal. We calculate the average number
of iterations needed to traverse each rule in 𝑠𝑡𝑎𝑡𝑒.𝐺 . If the number is higher than the threshold
(four by default), we choose the inter-thread rule traversal; otherwise, we use the intra-thread rule
traversal.
GPUs are widely used in graph analytics applications, and CompressGraph can also perform

compressed graph direct processing on GPUs. In the rest part of this section, we introduce the
optimizations of inter-level synchronization-free graph traversal (Section 4.3) and in-edge sup-
port for handling write conflicts (Section 4.4) to address the parallelism challenges of applying
CompressGraph on GPU.

4.3 Inter-Level Synchronization-Free Graph Traversal
To handle the parallelism challenge of the complicated dependencies in the two-level traversal
(graph-level and rule-level), we develop an inter-level synchronization-free graph traversal strategy.
The basic idea is to avoid rule-level synchronization waiting at the end of the graph-level traversal
to make full use of GPU capacity. In other words, our strategy enables rules and vertices at different
graph levels to work simultaneously. Note that a corrective procedure is required for the parallel
inconsistency issue.
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Fig. 9. Difference between normal graph traversal and our proposed synchronization-free graph traversal.

General design. The general design of CompressGraph is as follows. The first step is to start from
𝑆𝑡𝑎𝑡𝑒𝑠𝑡𝑎𝑟𝑡 and process all the neighbors of the elements in the set of 𝐺 . For vertices and rules, we
put them into 𝐺 according to the different conditions provided by the user. Second, for the vertices
and rules that exist simultaneously in 𝐺 , we directly process them in parallel without waiting for
the end of a graph level. We call a parallel iteration a level. Third, CompressGraph repeats this
process in a loop until it reaches 𝑆𝑡𝑎𝑡𝑒𝑒𝑛𝑑 . Note that the vertices and rules in the same level can
belong to different graph levels in this process. Fourth, simply using such synchronization-free
traversal can incur inconsistency from the serial scheme, and therefore we develop a corrective
procedure in the program to solve this issue.

Example. We use the graph data in Figure 4 as input, and show the difference between normal
graph traversal and our proposed synchronization-free graph traversal in Figure 9. Figure 9 (a)
shows the graph traversal with synchronization, which can be divided into different graph levels.
A graph level contains different levels for rule traversal. The next graph level cannot start until
CompressGraph reaches the end of the current graph level. For example, CompressGraph in graph
level 1 processes all the neighbors of vertex 0, and ends only after the completion of all traversals
of R1 and R2. Figure 9 (b) shows the synchronization-free graph traversal. With such optimization,
traversals in different graph levels are overlapped, and CompressGraph can process as many
elements as possible in each level. For example, at level 2, CompressGraph can process 𝑅1, 𝑅2, and
vertex 5 at the same time.

For applications that need to obtain the distance from the root to the target vertex, Compress-
Graph requires an extra corrective procedure. In this example, using the operation defined in
Section 3.1, the distance from the root to vertex 1 is 2. Because vertex 1 is the neighbor of vertex 5
when we first visit vertex 1, the distance from the root to vertex 5 is 1. However, the distance from
the root to vertex 1 should be 1 because vertex 1 belongs to the neighbors of vertex 0. To solve this
issue, we develop a corrective procedure. Every time we visit the vertex, we need to justify which
of the original distance and the new distance is smaller; if the new distance is smaller, we need to
update the original distance. In Figure 9 (b), we update the distance from the root to vertex 1 in
level 3.
Algorithm. Algorithm 1 shows the pseudocode of our proposed synchronization-free graph

traversal. This algorithm contains only one layer of loop for state transition, because there is no
need to synchronize inside the loop to wait for the completeness of all rule operations. For each
state transition, we process the vertices and rules in the candidate set in parallel. In a thread, the
first step is to obtain the candidate element in Line 9. Next, we traverse all the neighbors of the
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element, and divide them into four categories for different operations and into two categories for
different conditions from Lines 10 to 16. The loop stops when it reaches the end state. Algorithm 1
is a synchronization-free algorithm. In the model of two-level traversal mentioned in Section 4.2,
CompressGraph waits for the end of the rule-level traversal in each iteration of the graph-level
traversal. In detail, all threads are synchronized once in an iteration of graph-level traversal, waiting
for the rule-level traversal to complete. In contrast, Algorithm 1 puts the graph-level and rule-level
traversals into a single kernel shown in Lines 10-16, and allows different threads to process vertices
and rules simultaneously. For example, Lines 11-12 represent the processing of vertices, while Lines
13-14 represent the processing of rules. In this way, we avoid synchronization between graph-level
traversal and rule-level traversal. Although the synchronization-free method generates more
branch statements, the overhead is negligible compared to the performance benefits. More details
are shown in Section 6.4.

Algorithm 1: Synchronization-Free Graph Traversal
1 Function Traversal(𝐺𝑟𝑎𝑝ℎ, 𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛, 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛, 𝑅𝑒𝑠𝑢𝑙𝑡 , 𝑠𝑡𝑎𝑡𝑒𝑠𝑡𝑎𝑟𝑡 , 𝑠𝑡𝑎𝑡𝑒𝑒𝑛𝑑):
2 Initialize(𝐺𝑟𝑎𝑝ℎ, 𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛, 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛, 𝑅𝑒𝑠𝑢𝑙𝑡 , 𝑆𝑡𝑎𝑡𝑒𝑠𝑡𝑎𝑟𝑡 , 𝑆𝑡𝑎𝑡𝑒𝑒𝑛𝑑 )
3 𝑠𝑡𝑎𝑡𝑒 = 𝑠𝑡𝑎𝑡𝑒𝑠𝑡𝑎𝑟𝑡

4 while 𝑠𝑡𝑎𝑡𝑒 != 𝑠𝑡𝑎𝑡𝑒𝑒𝑛𝑑 do
5 SyncFreeTraversal(𝐺𝑟𝑎𝑝ℎ, 𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛, 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛, 𝑅𝑒𝑠𝑢𝑙𝑡 , 𝑠𝑡𝑎𝑡𝑒)

6 Function SyncFreeTraversal(𝐺𝑟𝑎𝑝ℎ, 𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛, 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛, 𝑅𝑒𝑠𝑢𝑙𝑡 , 𝑠𝑡𝑎𝑡𝑒):
7 if 𝑡𝑖𝑑 not in 1 to 𝑠𝑡𝑎𝑡𝑒.𝐺.𝑠𝑖𝑧𝑒 then
8 return

9 𝑠𝑟𝑐 = 𝑠𝑡𝑎𝑡𝑒.𝐺 [𝑡𝑖𝑑]
10 for 𝑑𝑠𝑡 in 𝑠𝑟𝑐.𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 do

// Operation and condition for graph-level and rule-level traversal

11 if 𝑠𝑟𝑐 is Vertex and 𝑑𝑠𝑡 is Vertex then 𝑂𝑣2𝑣 (𝑠𝑟𝑐, 𝑑𝑠𝑡);
12 if 𝑠𝑟𝑐 is Vertex and 𝑑𝑠𝑡 is Rule then 𝑂𝑣2𝑟 (𝑠𝑟𝑐, 𝑑𝑠𝑡);
13 if 𝑠𝑟𝑐 is Rule and 𝑑𝑠𝑡 is Vertex then 𝑂𝑟2𝑣 (𝑠𝑟𝑐, 𝑑𝑠𝑡);
14 if 𝑠𝑟𝑐 is Rule and 𝑑𝑠𝑡 is Rule then 𝑂𝑟2𝑟 (𝑠𝑟𝑐, 𝑑𝑠𝑡);
15 if 𝑑𝑠𝑡 is Vertex and 𝐶𝑣 (𝑑𝑠𝑡) then 𝑠𝑡𝑎𝑡𝑒.𝐺.𝑝𝑢𝑠ℎ(𝑑𝑠𝑡);
16 if 𝑑𝑠𝑡 is Rule and 𝐶𝑟 (𝑑𝑠𝑡) then 𝑠𝑡𝑎𝑡𝑒.𝐺.𝑝𝑢𝑠ℎ(𝑑𝑠𝑡);

Complexity analysis. The complexity of Algorithm 1 depends on the execution of
𝑆𝑦𝑛𝑐𝐹𝑟𝑒𝑒𝑇𝑟𝑎𝑣𝑒𝑟𝑠𝑎𝑙 and its execution times. The time complexity of this algorithm in the serial

version is O(|V|+|R|+|E|). In the parallel version, assume the total number of threads is 𝑁 . Then,
the average time complexity is O((|V|+|R|+|E|)/N), which is more efficient compared to the normal
non-synchronization version.

Correctness proof. The inter-level synchronization-free optimization can be directly applied to
the graph traversals that can satisfy at least one of the following conditions: (1) The result field is
irrelevant to the graph level. For example, each vertex uses a Boolean value to indicate whether
it has been visited or not. (2) The application contains only one-level of graph traversal in each
round, such as PageRank and HITS [109]. Applications that satisfy the conditions do not require the
corrective procedure, so they can achieve high-performance improvement with this optimization.

We have the following proof of correctness for the inter-level synchronization-free graph traversal.
(1) In the first condition, for those applications where the result field is irrelevant to the graph-level,
CompressGraph needs only to ensure that the vertices that can be traversed in the original graph
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(a) Write conflict without in-edge support. (b) In-edge support.
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Fig. 10. An example of compressed graph direct processing based on in-edge support.

can also be traversed in the compressed graph. Given a root vertex, for any vertex 𝑣 that can be
traversed from the root, we denote the path from the root to 𝑣 as {𝑟𝑜𝑜𝑡, 𝑝1, 𝑝2, ..., 𝑝𝑛, 𝑣}. If all the
edges <𝑟𝑜𝑜𝑡, 𝑝1>, <𝑝1, 𝑝2>, ..., <𝑝𝑛, 𝑣> on this path exist in the compressed graph, then it is obviously
possible to traverse from the root to 𝑣 along the same path in the original graph. Otherwise, assume
that an edge <𝑝𝑖 , 𝑝𝑖+1> is missing in the compressed graph. Then, there must be a rule 𝑟 , which is the
direct or indirect parent node of 𝑝𝑖+1, and 𝑟 has already been traversed when we traverse from 𝑝𝑖 to
𝑝𝑖+1. In this situation, we can find a vertex 𝑢 in the compressed graph, from which we have already
visited the rule 𝑟 . Accordingly, there should be a path from 𝑟𝑜𝑜𝑡 to 𝑢, next to 𝑟 , and then to 𝑝𝑖+1.
Therefore, we can traverse from the 𝑟𝑜𝑜𝑡 to 𝑣 along the path {𝑟𝑜𝑜𝑡, ..., 𝑢, 𝑟, ..., 𝑝𝑖+1, 𝑝𝑖+2, ..., 𝑝𝑛, 𝑣}.
The proof is also applicable to the cases of multiple missing edges. (2) In the second condition,
those applications containing only one iteration of graph-level do not involve graph-level overlap.
In detail, it is unnecessary to process the vertices and rules belonging to different graph levels in
one round of iterations, and thus the optimization can be directly applied.

4.4 In-Edge Support Handling Write Conflicts
To handle write conflicts in parallel, we propose a compressed graph processing solution based on
in-edge design. In detail, we also store the inverted edges from the destination to the source, that is,
the in-edge, which corresponds to the out edge from source to destination. With such a design,
CompressGraph can put conflicting operations into one thread to avoid massive atomic operations.
General design. In graph traversal, a common operation is to pass values from vertices to

neighbors. As for CompressGraph, the system can pass values, not only to vertices but also to
rules. Unfortunately, multiple threads operating on the same vertex or rule at the same time can
cause write conflicts. Atomic operations can ensure the correctness of this procedure, but can
severely decrease performance. To solve this problem, we process the compressed graph based on
the in-edge records, which store the elements pointing to the sources of vertices or rules. We use
one thread to aggregate the values of all in-edges of vertices or rules, avoiding write conflicts.
Example. Figure 10 shows an example of compressed graph direct processing based on the

in-edge support. Assume in the partial graph, CompressGraph needs to push values from vertices
0, 1, 2 to 𝑅1, and from vertices 2, 3, 4 to 𝑅2. Figure 10 (a) is an example of write conflicts without
in-edge support. In detail, suppose threads 0-4 are assigned to vertices 0-4. Then, threads 0-2 write
to 𝑅1 at the same time incurring write conflicts, so do to threads 2-4. Atomic operations can solve
this problem but serialize the multi-threaded operations, degrading the benefits of parallelism. In
contrast, Figure 10 (b) is an example of in-edge support, where we assign 𝑡ℎ𝑟𝑒𝑎𝑑0 to 𝑅1 and 𝑡ℎ𝑟𝑒𝑎𝑑1
to 𝑅2. Based on the in-edge design, 𝑡ℎ𝑟𝑒𝑎𝑑0 pulls the values from neighbors 0-2 for 𝑅1 whereas
𝑡ℎ𝑟𝑒𝑎𝑑1 pulls the values from neighbors 2-4 for 𝑅2. Such an in-edge design can avoid write conflicts
and does not require atomic operations.
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Complexity analysis. The time complexity of graph traversal based on in-edge design is
O(|V|+|R|+|E|), which is the same as that of graph traversal based on out-edge design. However, for
those traversal applications with write conflicts, in-edge support can save |E| atomic operations,
thus improving the overall performance.

5 IMPLEMENTATION
We develop CompressGraph on both CPU and GPU platforms using C++ and CUDA. This section
shows the implementation details.

Graph compression.We use the rule-based compression [142] discussed in Section 2.3 as our
graph compressor. Similarly, CompressGraph recursively represents neighbors of vertices into
hierarchically compressed form. There are two major differences between CompressGraph and
previous works. First, the neighbors of a vertex is a set but not a sequence, which means that
although two vertices have the same neighbors, their neighbors can be different in representation
because of different permutations. Second, we need to ensure that we can accurately and randomly
access neighbors of any vertices in the compressed state. Accordingly, we sort the sequence of
neighbors of vertices to eliminate the differences in representation. In order to randomly access the
neighbors of different vertices, we insert splitters between different vertices, and the number of
different splitters is the number of vertices. Each splitter is unique and is inserted in the root. In
this way, we can randomly obtain the neighbors of each vertex according to the position of the
splitter. We then compress the processed adjacent list, whose length is the sum of the numbers
of the edges and the splitters. CompressGraph recursively uses hierarchical rules to represent
common neighbors and generates a set of context-free grammar (CFG) to describe the original
graph. Thus, the computation complexity of compression is 𝑂 (𝑉 + 𝐸), where 𝑉 is the number of
vertices and 𝐸 is the number of edges in the graph.

Note that in CompressGraph, a rule represents a set of common neighbors, and the relations
of the rules can be further represented as a DAG. A possible concern could be that the rules can
be ambiguous, i.e., two possible rules can be applied to the neighbors of a node. Fortunately, such
an ambiguity problem can be addressed by immediately replacing the subsequence that can be
expressed as a rule during the scanning of a vertex’s neighbor sequence in order. For example, in
Figure 4, the neighbor list of vertex 0 is {1,2,5,6,7}, where {1,2} and {2,5} can all be replaced as rules. We
first replace {1,2} instead of {2,5} with a rule to obtain the neighbor sequence. Thus, CompressGraph
can eliminate rule ambiguity. Therefore, after graph compression, an inner rule-based DAG is
included inside, which needs further traversal. Moreover, we develop a parallel compression to
significantly reduce the compression time. Note that the innovation of this paper mainly lies in how
to use the rule-based representation for graph processing. Hence, we focus on the direct processing
of compressed graphs by parsing rules.

Weighted graph. To support weighted graph 𝐺 <𝑉 , 𝐸,𝑊 (𝐸)>, we separately store the weights
{𝑤 (𝑣1),𝑤 (𝑣2), ...,𝑤 (𝑣𝑛)} of the neighbors {𝑣1, 𝑣2, ..., 𝑣𝑛} of vertex 𝑣 . Then, we compress the neigh-
bors {𝑣1, 𝑣2, ..., 𝑣𝑛} without weights. Since we sort the neighbors of the vertex before compression,
the relative positions of the neighbor vertices and rules are the same as before compression. We can
obtain the weight of a neighbor by calculating the position of the current neighbor in the compressed
format. For a neighbor sequence {𝑒1, 𝑒2, ..., 𝑒𝑚} of vertex 𝑣 , the weight of𝑢𝑖 is𝑊 (∑𝑘<𝑖

𝑘=0 𝐿𝑒𝑛𝑔𝑡ℎ(𝑒𝑘 )).
𝐿𝑒𝑛𝑔𝑡ℎ(𝑒𝑘 ) is 1 if 𝑒𝑘 is a vertex, or 𝐿𝑒𝑛𝑔𝑡ℎ(𝑒𝑘 ) is the number of vertices included in the rule if 𝑒𝑘 is
a rule.
In detailed implementation, for the edge type of <V,V>, only one weight exists between two

vertices, which is the simplest case. To represent the weight of an edge containing a rule, we propose
different solutions for different types of edges, including <V,R>, <R,V>, and <R,R>. 1) For <V,R>, it
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contains all the weights between the vertex and all vertices within the rule. We can aggregate all the
weights to obtain the weight of the edge type <V,R>, represented as 𝐴𝑔𝑔𝑟𝑒𝑔𝑎𝑡𝑒 (𝑉 , 𝑅). Considering
that different graph applications can use weights in diverse manners, we provide several aggregate
functions, including 𝑠𝑢𝑚, 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 ,𝑚𝑎𝑥 , and𝑚𝑖𝑛. 2) For <R, V>, we propose a new traversal design
to avoid ambiguity, since there can be multiple parent vertices of the rule. For instance, if 𝑣1 and 𝑣2
all point to 𝑟1, and 𝑟1 points to 𝑣3, then, the weights of <𝑟1,𝑣3> are ambiguous and can be interpreted
as the weight of <𝑣1,𝑣3> or <𝑣2,𝑣3>. To address this problem, we record the parent vertex in a
specific rule traversal and represent it as 𝑠𝑟𝑐_𝑟𝑜𝑜𝑡 . Thus, the weight of <𝑟1,𝑣3> is <𝑠𝑟𝑐_𝑟𝑜𝑜𝑡 ,𝑣3>
in a certain rule traversal. 3) For <R,R>, we combine the solutions of <V,R> and <R,V> above
to represent the weights of the edge type <R,R>, which is 𝐴𝑔𝑔𝑟𝑒𝑔𝑎𝑡𝑒 (𝑠𝑟𝑐_𝑟𝑜𝑜𝑡, 𝑑𝑠𝑡). With these
solutions, CompressGraph can support weighted graphs.
Example. In the example of single-source shortest path (SSSP) on a weighted graph, classical

algorithm [33] starts from a vertex, and places all the updated vertices into the processing set until no
more vertices need to be updated. For a vertex 𝑣 , we update its distance to a shorter one only if there
is a vertex𝑢 satisfying𝑢.𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒+𝑤𝑒𝑖𝑔ℎ𝑡 (𝑢, 𝑣) < 𝑣 .𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 . In CompressGraph, the operation𝑂𝑣2𝑣
for the edge type <𝑉 ,𝑉> and condition 𝐶𝑣 for vertices operate the same as the original graph does.
Otherwise, we perform rule traversal from 𝑢 to 𝑣 and record 𝑢 as the 𝑠𝑟𝑐_𝑟𝑜𝑜𝑡 during the traversal.
The 𝐶𝑟 function returns true if 𝑠𝑟𝑐_𝑟𝑜𝑜𝑡 .𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 +𝑚𝑖𝑛_𝑎𝑔𝑔𝑟𝑒𝑔𝑎𝑡𝑒 (𝑠𝑟𝑐_𝑟𝑜𝑜𝑡, 𝑟 ) < 𝑟 .𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 for
rule 𝑟 in the path from 𝑢 to 𝑣 . The 𝑂𝑣2𝑟 and 𝑂𝑟2𝑟 functions update the distance of rule 𝑟 as the
minimum of current distance of 𝑟 and 𝑠𝑟𝑐_𝑟𝑜𝑜𝑡 .𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒+𝑚𝑎𝑥_𝑎𝑔𝑔𝑟𝑒𝑔𝑎𝑡𝑒 (𝑠𝑟𝑐_𝑟𝑜𝑜𝑡, 𝑟 ). SSSP’s𝑂𝑟2𝑣
and 𝑂𝑣2𝑣 are similar, which are used to replace the input vertex with the record 𝑠𝑟𝑐_𝑟𝑜𝑜𝑡 .
Attributed graph. CompressGraph can support attributed graphs by separately storing the

attributes of each vertex. We can store attributes directly in the 𝑅𝑒𝑠𝑢𝑙𝑡 field, which can be used in
the 𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛 and 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 functions. Since CompressGraph does not change the attributes of
vertices in compression, users can easily define the attribute-based graph analytics applications.
For example, for an attributed graph with a label for each vertex, the label constrained connectivity
(LCC) [7, 125] algorithm detects whether there is a path between a give vertex pair <𝑢, 𝑣> where the
labels of all vertices on this path belong to a given label set 𝐿. LCC adopts the BFS implementation
to start from a vertex and add its neighbors whose label is in 𝐿 to the processing set. Then, LCC
iterates until 𝑣 is found or no new vertices are added. CompressGraph can support it by adding the
label constraint for 𝐶𝑣 functions.

6 EVALUATION
6.1 Experimental Setup
Evaluated methods. We compare CompressGraph with three state-of-the-art graph compression
solutions.WebGraph [4, 13] is a novel in-memory compressed graph representation. Ligra+ [117] is a
lightweight graph processing framework that compresses graphs based on encoding. Gunrock [129]
is a powerful GPU-based graph-centric programmable framework.

Benchmarks. We use six common graph applications, including breadth-first search (BFS), single-
source shortest path (SSSP), weakly connected component (CC), PageRank (PR), topological sorting
(TP), and Hyperlink-Induced Topic Search (HITS). These benchmarks have been used in various
previous studies [56, 81, 99, 147, 154, 155]. We evaluate these benchmarks on CompressGraph,
WebGraph, Ligra+, and Gunrock.

Datasets. We evaluate CompressGraph using 12 graphs listed in Table 1. |V| represents the
number of vertices, and |E| represents the number of edges. We use CompressGraph to compress
these graphs, with the “#Rules” column showing the number of rules after compression. We also
report the size of the original graph and the compressed graph stored by adjacency list, denoted
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Table 1. Graphs used in evaluation.

Dataset Graph |V| |E| #Rules 𝑆𝑖𝑧𝑒 𝑆𝑖𝑧𝑒𝑐 𝛾

1 uk-2007-05@100000 100,000 3,150,615 26,044 24M 5M 4.88
2 cnr-2000 325,558 3,216,151 28,748 27M 10M 2.59
3 web-BerkStan 685,231 7,600,581 92,614 63M 26M 2.43
4 in-2004 1,382,909 16,917,053 132,416 153M 44M 3.16
5 eu-2005 862,665 19,235,139 213,755 153M 43M 3.52
6 uk-2007-05@1000000 1,000,000 41,247,159 222,678 322M 47M 6.77
7 hollywood-2009 1,139,906 113,891,327 2,109,634 877M 367M 2.39
8 eu-2015-host 11,264,052 386,915,963 273,080 2.97G 871M 3.49
9 arabic-2005 22,744,080 639,999,458 864,234 4.93G 0.98G 5.03
10 it-2004 41,291,594 1,150,725,436 1,458,222 8.88G 1.74G 5.11
11 gsh-2015-host 68,660,142 1,802,747,600 2,521,370 13.94G 6.47G 2.15
12 sk-2005 50,636,154 1,949,412,601 2,372,508 14.9G 2.62G 5.68

as 𝑆𝑖𝑧𝑒 and 𝑆𝑖𝑧𝑒𝑐 respectively. The compression ratio, denoted as 𝛾 , is defined as the size of the
original data divided by the size of the CompressGraph-compressed data. These graphs can be
downloaded fromWebGraph [12, 13] and the Stanford Network Analysis Project (SNAP) [72]. They
have been widely used in previous studies [65, 97, 99, 147, 154]. These graphs are originally stored
in adjacency list format. WebGraph and Ligra+ need to compress the graph in advance to be used
as the input of the program. For Gunrock, we convert the graph data into “mtx” format to serve as
the input. Each line in the “mtx” format records the 𝑠𝑟𝑐 and 𝑑𝑠𝑡 of one edge.
Platform. We evaluate CompressGraph on a GPU server. The platform is equipped with an

Intel Core i9-10900X CPU, which includes ten cores with 20 threads. The global memory is 128
GB. The platform is also equipped with an Nvidia GeForce RTX 3090 GPU, powered by Ampere
micro-architecture with 24 GB of G6X memory. The operating system of the platform is Ubuntu
20.04.01.

6.2 Performance Benefits
CPU performance speedup. On average, CompressGraph achieves 1.97× speedup over Ligra+ and
27.01× speedup over WebGraph. We show the detailed performance speedups compared to Ligra+
on different workloads in Figure 11, and we have the following observations. First, CompressGraph
can bring significant performance improvement in most cases, which proves the effectiveness of
CompressGraph on CPU. Second, CompressGraph achieves the highest performance benefits in PR
and HITS. The reason is that the operation time on each edge in these two applications is long, and
therefore the advantage of data reuse in CompressGraph can be fully utilized. Third, for datasets
with similar compression ratios, CompressGraph can achieve greater speedup on the datasets with
more edges. The reason is that the reusable part of the application with more edges accounts for
a higher proportion of the total execution time. For example, the compression ratios of datasets
6 and 12 are close, but dataset 12 has more edges. Accordingly, CompressGraph achieves greater
speedup on dataset 12.

GPU performance speedup. We show the performance speedup on GPU compared to Gunrock
in Figure 12. For the last four large graphs, because the space required by Gunrock exceeds the
GPU memory limit, we use GraphBIG [99] as the baseline. We have the following observations.
First, CompressGraph outperforms Gunrock by 3.95×, which proves that CompressGraph is highly
suitable for GPU parallelism. Second, due to the GPU optimization mentioned in Sections 4.3
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Fig. 11. CPU performance speedup (vs. Ligra+).
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Fig. 12. GPU performance speedup (vs. Gunrock).

and 4.4, CompressGraph achieves a greater speedup on the GPU than that on the CPU. Third,
CompressGraph achieves the highest speedup in PR. The reason is that PR can provide relatively
high computation density, and we use the in-edge support in PR to remove the write conflicts,
which enables CompressGraph to take full advantage of the data redundancy on GPU. Moreover,
HITS achieves more than two times speedup, which shows that CompressGraph provides a clear
performance improvement for backward traversal.

Our GPU performance also includes the transfer time between CPU and GPU. For Gunrock, the
CPU-GPU transfer time accounts for 8.62% of the total runtime on average. As for CompressGraph,
the CPU-GPU transfer time accounts for only 6.95% on average. When comparing the CPU-GPU
transfer times of Gunrock and CompressGraph, we find that the transfer time of CompressGraph is
19.32% of Gunrock’s transfer time, illustrating one of the main advantages of CompressGraph on
GPU.

6.3 Space savings
Runtime space savings. CompressGraph can save 74.6% storage space savings on average. More-
over, CompressGraph can achieve 78.20% memory savings on CPU and 77.19% on GPU. Com-
pressGraph involves marginal additional memory costs, especially compared to the original un-
compressed graphs. In detail, the memory costs of CompressGraph can be divided into two parts:
the compressed graph data and the 𝑅𝑒𝑠𝑢𝑙𝑡 field. We use a data structure similar to the adjacency
list in memory to represent the compressed graph, which is consistent with its storage form on
disk. Compared with other graph compression formats, CompressGraph needs additional space
to store the Result field for rules. However, the Result field for rules is negligible compared to the
whole memory space overhead of applications. Experiments show that the memory occupancy of
CompressGraph is only 32.19% of that of the original graph. Specifically, the additional memory
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Fig. 14. Tradeoffs in space and time of CompressGraph. The darker the color, the better is the result.

cost from the 𝑅𝑒𝑠𝑢𝑙𝑡 field accounts for only 0.82% of the applications’ memory space overhead
based on the original graph and 2.54% based on CompressGraph. Moreover, during execution,
the program needs auxiliary data structures, which also causes little space overheads. The space
overhead of auxiliary data is slightly different for diverse applications on CPU/GPU platforms.
For example, BFS needs to maintain a queue, but PR does not. We compare the space overhead
of auxiliary data in CompressGraph with that in other graph compression formats. Experiments
show that CompressGraph entails an additional space overhead of only 0.79% of the whole memory
space overhead.
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Fig. 13. Time/space measurement of different formats.

Time/space measurement. We
next measure the time and space re-
lations. We use the number of pro-
cessed edges per second to represent
performance, and the ratio of the size
of the compressed graph to the num-
ber of edges, which is bits per edge
(bpe), to represent space cost. Par-
ticularly, since CompressGraph uti-
lizes only data redundancy, the bpe
of a compressed graph using Com-
pressGraph can reflect the data redun-
dancy of the graphs. We use the aver-
age performance of CC on all datasets
for illustration, as shown in Figure 13.
Other workloads have similar perfor-
mance behavior. We have the follow-
ing observations. First, for conventional compression formats, greater space savings usually lead to
increased processing overhead. However, CompressGraph can overcome this shortcoming because
it can achieve high performance by utilizing redundancy to avoid repeated computation. In Fig-
ure 13, CompressGraph (CPU) generates 1.69 × 107 edges/sec under 8.81 bpe. Second, with similar
bpe, utilizing GPU can deliver 40.84% extra performance benefits, which proves the efficiency of
CompressGraph on GPU. Third, CompressGraph can obtain an even higher compression ratio
by integrating other compression methods. In detail, CompressGraph-compressed results include
vertices and rules, and the content of a rule has the same form of neighbors of the vertex. We can
treat the rules as new vertices, meaning that the compressed form of CompressGraph is consistent
with common graph representations. Therefore, we can apply other compression methods after
CompressGraph compression. For example, after integrating WebGraph, CompressGraph achieves
the smallest bpe in Figure 13.
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6.4 Benefit Breakdown
Dynamic rule traversal strategy. As discussed in Section 4.2, we dynamically choose to use
intra-thread rule traversal or inter-thread rule traversal during the processing of graph analytics.
The dynamic rule traversal strategy provides 18.74% performance improvement over the intra-
thread-only rule traversal strategy, and 51.14% improvement compared to the inter-thread-only rule
traversal strategy. The determination overhead accounts for only 3.8% of the total time. Moreover,
to guide the selection, we need to store the number of iterations required to traverse each rule,
which accounts for only 0.072% of the overall memory consumption on average.

Synchronization-free traversal. The benefits of synchronization-free traversal come from the
time overlap of graph traversal and rule traversal. We evaluate the synchronization-free benefits
by comparing CompressGraph with the implementation without the synchronization-free design.
Experiments show that this optimization brings 42.40% benefits on average. The synchronization-
free design is effective for applications that need many levels of traversal, such as BFS and SSSP.
Moreover, BFS does not need the corrective procedure, which has less overhead than SSSP. Except
for BFS and SSSP, HITS achieves the highest benefits. The reason is that HITS needs to traverse the
in-edges and out-edges at the same time in a single round, and synchronization-free design can
obtain benefits from both in-edge and out-edge traversals.
In-edge design. The in-edge design is effective in compute-intensive applications, such as PR

and HITS. By removing write conflicts, this optimization leads to an average of 28.4% performance
improvement. The in-edge design brings prominent performance speedup on graphs with a large
number of edges per element (vertex or rule). For example, CompressGraph can achieve 53.21%
and 58.06% performance improvements on datasets 7 and 8, respectively.
Branch reduction. The branch reduction design can reduce the number of operations of

conditional statements. This optimization brings an average of 10.02% performance improvement
on CPU and 21.31% on GPU. The performance improvement on GPU is greater than that on CPU.
The reason is that the massive branches can cause severe performance degradation of GPU parallel
execution.

Impacts for different rules. We compare three rule generation methods that are similar to our
rule definition, TADOC [146], LZW [32], and RePair [70], whose complexities are all O(N). Their
average compression ratios are 6.23, 4.78, and 4.92. We also compare the performance on top of the
compressed data of these three compression methods. The result shows that CompressGraph with
TADOC is 1.3× faster than that with LZW, and 1.26× faster than that with RePair. Therefore, we
build our compressor on TADOC.

6.5 Design Tradeoffs in Space and Time
In this part, we show our design tradeoffs in space and time. The generation of optimal rules is an
NP-hard problem, as described in the previous study [22]. Hence, the compressor does not pursue
the optimal rule compression, but adopts the simplification [100] to ensure that the compression
result can be obtained in linear time. However, we find that rule length and rule frequency are
still adjustable to ensure a balance in time and space. Rule length refers to the minimum number
of elements to store per rule. Rule frequency refers to the minimum number of times that a
rule appears in the compressed graph. For a given graph, we can set thresholds of rule length
and frequency adapting to different scenarios. Lower thresholds usually mean more rules to be
generated. However, there is a tradeoff between time savings and space savings. We find that it is
not true that the smaller the compressed graph, the greater the benefit of data reuse for computation
savings. We show our findings in Figure 14. Figure 14 (a) shows the space benefits of different
length and frequency thresholds. The highest performance appears in the lower-left-hand corner of
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Figure 14 (a). However, in Figures 14 (b) to (g), the rule length and frequency setting for the highest
performance do not appear in the lower-left-hand corner of the performance heat map. Hence, we
set the rule length and frequency according to the tradeoffs from both time and space perspectives.
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Fig. 15. Configuration distribution at the highest per-
formance.

Configuration. We show the rule length
and frequency for the highest performancewith
different workloads on both CPU and GPU in
Figure 15. To select the rule length and fre-
quency, we first compress the graph 𝐺𝑖𝑛𝑖𝑡 with
parameters (2,2). Then, we resort to a multi-
layer perception (MLP) [105] model to assist in
determining the rule length and frequency con-
figuration. In detail, we abstract the rule con-
figuration as a classification problem, where
each category corresponds to a combination of
parameters of rule length and rule frequency.
The input features include the number of ver-
tices, the number of edges, the length and fre-
quency distributions of rules in𝐺𝑖𝑛𝑖𝑡 , the avail-
able threads, and a feature vector indicating
different workloads from processing the sam-
pled data. Note that the workload features can be obtained from processing a small sampled graph.
As for model setting, we construct a three-layer neural network with 1500 hidden neurons in each
hidden layer, using 𝑇𝑎𝑛ℎ as the activation function; we use 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 for output, and cross-entropy
as loss function. The model attains 82.5% accuracy. Besides, the difference between our selection
and the highest result for different configurations is only 12.42%, which is acceptable. In terms of
efficiency, we can complete the inference in less than 7.18 ms, which is very efficient.

6.6 Additional Baselines and Discussion
There are many other novel graph systems, such as disk-based graph systems [38, 67, 87, 97] and
graph systems built on relational databases [35, 61, 121, 136, 137], targeting different application
scenarios. In this section, we compare CompressGraph with the representatives of these systems
and show our application scenario.
Comparison with the disk-based graph system. Disk-based graph systems [38, 67, 87, 97]

store the entire graph on disk and a portion of it in memory to handle large graphs. HCon [38] is a
novel hierarchical contraction scheme for querying large graphs, which recursively contracts a set
of vertices satisfying a particular structure into supernodes until the graph size fits in the memory
limitation. We compare CompressGraph with HCon in terms of space cost and performance on PR
and CC. Since HCon is not open source, we implement a version using clique, star, and diamond
(the most frequent regular structures in our dataset). HCon can save an average of 72.2% graph size
when the contract level is 3, while CompressGraph can save 74.6% graph size. HCon can increase
the number of levels to further reduce memory space consumption. However, increasing the
number of levels causes performance degradation, and its top-level graph is already small enough
to fit in memory. The average performance of HCon on PR and CC is 3.73× and 1.06× slower than
that of CompressGraph. HCon needs to decontract from disk on PR, which is significantly slower
than accessing data from memory. HCon can handle CC well. The reason is that all the vertices
in the structures used in HCon are connected, so there is no need to decontract in CC. Note that
HCon uses a different design philosophy compared to CompressGraph. The novelty of HCon is the
optimization of disk access for graph queries. In contrast, we assume that the compressed graph can
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fit into memory. Therefore, we can apply HCon to CompressGraph to handle compressed graphs
that cannot fit in memory.
Comparison with graph systems built on relation databases. In the real world, large

amounts of data are stored in relational databases. Many works [35, 61, 121, 136, 137] focus on
extracting and analyzing graphs from relational databases. GraphGen [136, 137] is a novel system
enabling efficient graph analytics on top of relational data. In particular, GraphGen proposes a
condensed representation for the graph data extracted from the relational database to eliminate
the duplication issue. After we compare GraphGen with CompressGraph, we find that GraphGen
cannot gain the same space savings as CompressGraph. The reason is that there is no duplication
defined by GraphGen in standard graph we use. We also evaluate the performance of GraphGen on
BFS and PR. Experiments show that GraphGen is 1.89× slower than CompressGraph on BFS, and
2.84× slower than CompressGraph on PR. Note that the application scenario of GraphGen is graph
analytics of relational data, which is orthogonal to CompressGraph.
Weighted graph. To measure the performance of CompressGraph on weighted graphs, we

generate random weights for the graphs in Table 1. We use SSSP as an example and measure the
performance benefits of compressed weighted graphs in SSSP. Experiments show that we can still
obtain 27.52% space savings and 1.93× performance speedup on average.
Attributed graph. We evaluate the performance of CompressGraph on attributed graphs. We

generate random labels for each vertex in graphs (four types in total). The experiments on LCC
show that we can obtain 72.58% storage space savings and 1.55× performance speedup on average.
Application scope. Similar to WebGraph and Ligra+, CompressGraph is designed for graph

analytics on datasets that do not change frequently. The compressed graph can be accessed and
used by many users for various purposes. For example, some users may need to perform a page
rank, whereas others compute the single-source shortest path. With CompressGraph, a graph needs
to be compressed only once, and thus, the compression time is amortized by the time savings in
the many uses of the graphs by many users. Different from HCon [38], to support maintenance,
CompressGraph uses a bitmap to indicate the updated vertices and edges, and saves the changes to
another data structure. Recompression occurs when the system is idle or the modification is over
25% of the compressed graph. We also measure the compression time required by different methods.
On average, the compression time of CompressGraph is 31.29% shorter than that of Ligra+, and
45.27% shorter than that of WebGraph, respectively.

7 RELATEDWORK
Compression, as an important data storage optimization, has been applied in various fields [15,
25, 46, 47, 68, 69, 73–78, 84, 85, 89, 112, 138]. This section presents the related work of graph
compression and processing.
Graph compression formats and systems.Many works focus on graph compression [4, 12,

13, 16, 26, 29, 34, 57, 83, 86, 115, 116, 120]. Traditionally, graphs are stored in adjacency matrices
and adjacency lists. The adjacency matrix has high access efficiency, but can incur a large space
overhead for sparse graphs. Much effort has been invested in solving the sparsity problem of
adjacency matrix [16, 34, 86, 120]. Another optimization targets data redundancy in graph storage,
especially when vertices share many neighbors. It is usually performed on adjacency lists, saving the
neighbors for each vertex. WebGraph [12, 13] is a novel representation of compressed graphs that
provide efficient graph processing. Chierichetti et al. [26] applied WebGraph to social networks and
further proposed methods to obtain a better ranking for neighbors [4, 57, 115]. Ligra+ [116, 117] is
a novel framework that can process compressed graphs efficiently. Maneeth et al. [88] summarized
the grammar-based compression of three types of objects: strings, trees, and hyper graphs. Maneth
et al. [90, 91] proposed GraphRePair, which is a novel grammar-based compression method for
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hypergarphs. GraphRePair can detect recurring hyperedges in the hypergraph and recursively
replace them with grammar rules. Zhou et al. [153] proposed adaptive partitioning to process
graphs efficiently in large geo-distributed scales. Different from these works, CompressGraph
emphasizes the reuse of intermediate results during traversal and is suitable for highly parallel
application scenarios, such as GPUs.

Direct processing on compressed data. Compressed data direct processing has been proved
to be a promising technology solving big data challenges [76–78, 80]. Many works utilize grammar
compression on strings [14, 18, 27, 30, 51, 52, 92, 135, 147]. TADOC [107, 139, 142–146, 151] is a rep-
resentative grammar-based compression method for text analytics. Traditional methods for queries
on compressed data are based on suffix arrays, trees, and indexes [11, 28, 40–43, 53, 58, 102]. Suc-
cinct [1] is a representative method for queries on compressed data. Moreover, there is a large body
of literature on compressing the inverted index [98, 100, 111, 114, 118, 124, 126]. CompressDB [141]
enables the rule-based compression in storage layer, supporting diverse databases. Different from
these works, CompressGraph targets analytics of rule-based compressed graphs, and provides
efficient CPU and GPU implementations. In future work, we plan to offload part of ComprssGraph
to the novel GPU-centric SmartNIC FpgaNIC [131] to enable efficient distributed graph analytics
between distributed GPUs.

Graph compression for queries. Numerous studies [2, 37, 60, 94, 95] focus on graph compres-
sion for queries. Maserrat et al. [94] proposed a multi-position linearization compression approach
to accommodate out- and in-neighbor queries. Fan et al. [37] presented a novel query-preserving
graph compression for readability and pattern-matching queries. Khandelwal et al. [62] developed
ZipG, which is an efficient distributed memory graph store based on Succinct [1], supporting
interactive queries on compression format. Fan et al. [38] proposed a novel hierarchical contraction
scheme for querying large graphs, which recursively contracts graph vertices into supernodes
until the graph size can fit in the memory constraints. Xirogiannopoulos et al. [136] proposed a
condensed graph representation to extract and analyze the graphs stored in multiple tables in a
relational database. HBMax [24] proposes a compression approach to reduce the memory footprint
for parallel influence maximization on multi-core architectures, by compressing the intermediate
reverse reachability information and directly querying on the compressed data. In contrast, Com-
pressGraph focuses on supporting diverse graph analytics that require scanning the whole graph
through rule parsing on both CPU and GPU.

8 CONCLUSION
This paper has proposed a method to directly process compressed graphs, and developed a graph
analytics engine, called CompressGraph. By enabling direct processing on compressed graphs, we
can obtain 74.6% space savings, 1.97× performance improvement on CPU, and 3.95× on GPU. This
paper unveils how to compress graphs by rules to make the compressed data suitable for direct
processing. Then, the paper proposes data reuse methods for different types of graph applications.
Moreover, the paper proposes a series of GPU optimizations to handle the parallelism challenge of
directly processing without decompression on GPUs. Experiments demonstrate the huge application
prospects of direct processing on compressed graph data.
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