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ABSTRACT
Privacy issue is a main concern restricting data sharing and cross-
organization collaborations. While Privacy-Preserving Machine
Learning techniques such as Multi-Party Computations (MPC), Ho-
momorphic Encryption, and Federated Learning are proposed to
solve this problem, no solution exists with both strong security and
high performance to run large-scale, complex machine learning
models. This paper presents PPMLAC, a novel chipset architecture
to accelerate MPC, which combines MPC’s strong security and
hardware’s high performance, eliminates the communication bot-
tleneck fromMPC, and achieves several orders of magnitudes speed
up over software-based MPC. It is carefully designed to only rely
on a minimum set of simple hardware components in the trusted
domain, thus is robust against side-channel attacks and malicious
adversaries. Our FPGA prototype can run mainstream large-scale
ML models like ResNet in near real-time under a practical network
environment with non-negligible latency, which is impossible for
existing MPC solutions.

CCS CONCEPTS
•Hardware→Hardware accelerators; • Security and privacy
→Hardware-based security protocols;Privacy-preserving pro-
tocols.
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1 INTRODUCTION
Machine learning (ML) and big data technologies have profoundly
changed the world, but also bring about unprecedented threats
to people’s privacy. Privacy computing are techniques that allow
multiple parties to collectively compute the result of a function
that depends on all parties’ input while still keeping each party’s
own data private (not leaked to any other party), thus relieve peo-
ple’s concerns over privacy, and foster data collaborations cross
organization boundaries [30, 49]. When applied to ML scenarios,
privacy computing becomes privacy-preserving machine learning
(PPML), which gains trending interest in both academia and indus-
try [1, 2, 16, 46, 68]. Of the various privacy computing techniques,
secure Multi-Party Computation (MPC) is known for its strong se-
curity guarantee and versatility, but its high performance overhead
makes it unacceptable to many mainstream ML models that usually
exhibit excessive computation and data amounts, thus thwarting
the wider adoption of MPC in PPML use cases. In this paper, we
present a novel chipset architecture called PPMLAC that performs
MPC protocol without incurring its high communication and perfor-
mance overhead. It combines MPC’s high strength of security and
hardware’s high performance, and achieves orders of magnitudes
speedup over software-based MPC implementations, resulting in
an MPC system capable of practical ML tasks that are impossible
for traditional PPML solutions. Our main contributions are:
• We invent a novel chipset architecture PPMLAC that runs
secret-sharing based MPC protocol safely and efficiently.
The efficiency improvement comes majorly from eliminat-
ing the communication bottleneck in MPC, so our FPGA
prototype running at a low clock rate (150MHz) already
achieves thousands of times speedup over traditional soft-
ware MPC running on modern 40-core CPU at 2.5GHz, and
tens to hundreds of times speedup over a state-of-the-art
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MPC framework based on trusted third party running on
NVidia V100 GPUs with 7 Trillion FLOPS performance. To
our knowledge, PPMLAC is the first MPC solution that runs
large neural networks like ResNet [40] within seconds under
practical cross-data-center network latency.
• PPMLAC builds upon an interesting mix shift of hardware-
based and algorithm-based security measures, which is novel.
Like Trusted Execution Environment (TEE), we rely on chipset’s
non-modifiability to provide a trust root for software. But
unlike TEE, our system’s security comes majorly from the
MPC protocol itself. The hardware-provided trust is only
used for a few primitive operations such as multiplications,
so the whole system exposes a much narrower attack sur-
face, and is free from common side-channel attacks and safe
against dishonest majority (even 𝑛 − 1 colluding adversaries).
• PPMLAC significantly relaxes both the network latency and
throughput requirements.Most communications are removed
from the critical path of the secure computation and can be
done asynchronously, so PPMLAC does not require low-
latency network. To its extreme, packing the messages into
hard drives and sending them over a truck is doable [77].
This is in stark contrast to traditional MPC solutions that
are extremely sensitive to network latency.
• To illustrate the flexibility of our new architecture, we have
created two lines of prototype chips: a RISC-V CPU with ex-
tended instructions, and a specialized MPC accelerator. They
are both FPGA products that runs real-world applications
and ML models, and we evaluate the performance of the
latter in §5.

We organize the rest of the paper as follows: §2 describes necessary
background for our work, including general privacy computing
and MPC concepts. §3 presents our key innovative ideas. §4 ex-
pounds the design and implementation of PPMLAC, and explains
in detail how it performs MPC efficiently and securely. §5 evaluates
PPMLAC’s performance.

2 BACKGROUND
In this section, we first present the algorithm details of a typical
MPC scheme based on additive secret sharing (§2.1, §2.2), and then
compare MPC with alternative privacy-preserving computing prim-
itives from the perspectives of system bottlenecks and hardware
acceleration potentials (§2.3).

2.1 MPC: Additive Secret Sharing
A widely-used MPC scheme (e.g. [9, 24, 25, 46, 53, 60, 61, 90]) is
secret sharing, and we particularly focus on additive secret sharing
[25] here. We abstractly represent the function to compute as a
circuit – a directed acyclic graph (DAG), with mainly three types
of nodes: input (𝐼𝑛𝑝𝑢𝑡𝑖 ), addition (+), and multiplication (∗). Other
types of lightweight nodes, e.g. multiplied/added by a public num-
ber can also be used. Each node represents a value (input/output or
intermediate) over a finite field (e.g. F264 , the usual 64-bit integers),
and the directed edges among nodes represent data dependencies.
An input node 𝐼𝑛𝑝𝑢𝑡𝑖 is the private input from party 𝑖 . Without
loss of generality, we assume each circuit has only one node for the
final output. Fig. 1 shows an example circuit for a 2-party MPC. The

circuit is topologically sorted (shown in Fig. 1 alphabetically), so
computing the value of each node can be done sequentially. Addi-
tion and multiplication nodes are considered functionally complete
in MPC schemes, and are used to approximate almost all functions
using methods like Newton-Raphson [87]. In particular, most ML
algorithms are dominated by additions and multiplications. We
discuss non-linear operations in §4.3.

A: Input0

B: Input1

C: *

D: Input1 E: +

F: Input0

G: *

Figure 1: A simple example circuit for MPC computation
with final output 𝐺 .

The structure of the circuit is publicly known to all parties;
however, the𝑛 parties must perform the computation while keeping
all values secret, including the final output that is only selectively
revealed to certain parties at the end. This is solved by secret sharing:
for 𝑛-party MPC, every node value 𝑥 is split into 𝑛 random numbers
[𝑥]0, . . . , [𝑥]𝑛−1 such that 𝑥 =

∑𝑛−1
𝑖=0 [𝑥]𝑖 , and any 𝑛 − 1 of those

random numbers are jointly independent. For party 𝑖’s private
input 𝑥 , we let [𝑥]𝑖 = 𝑥 and [𝑥] 𝑗 = 0 for 𝑗 ≠ 𝑖 . Each [𝑥]𝑖 is a
secret share held by party 𝑖 and never exposed to others. Such joint-
independence offers strong security: even if 𝑛 − 1 parties collude,
they cannot learn anything about the secret share of the honest
party, or the original 𝑥 . To reveal an output to a party 𝑗 , all parties
simply send their shares to party 𝑗 who then adds them up.

Without exposing secret shares, MPC allows the parties to per-
form arithmetic computations together. With additive secret shar-
ing, a “+” node is trivial; 𝑛-parties can compute 𝑧 = 𝑥 + 𝑦 purely
locally — just adding their own shares of [𝑥]𝑖 and [𝑦]𝑖 so [𝑧]𝑖 =
[𝑥]𝑖 + [𝑦]𝑖 becomes the secret share of 𝑧. Similarly, subtracting
secret-shared values and multiplied/added/divided by a public num-
ber can also be handled purely locally.

However, multiplying two secret-shared values 𝑥 and 𝑦 cannot
be done locally, thus “∗” nodes are expensive and require inter-
party communication. The de facto standard approach is Beaver’s
protocol [6]. Each secure multiplication 𝑧 = 𝑥 ∗ 𝑦 requires and
consumes a one-time table of triples (𝑎, 𝑏, 𝑐), such that 𝑎 and 𝑏 are
independent random numbers and 𝑐 = 𝑎 ∗ 𝑏 (also called a Beaver
triple). The triple must be generated afresh and secretly shared
among all parties before the multiplication can be done (e.g., offline
pre-processing, §2.2): party 𝑖 only holds [𝑎]𝑖 , [𝑏]𝑖 and [𝑐]𝑖 and
cannot know anything about other parties’ shares. Then 𝑥 ∗ 𝑦 can
be computed in two steps:

Step 1: Each party computes [𝑑]𝑖 = [𝑥]𝑖−[𝑎]𝑖 , [𝑒]𝑖 = [𝑦]𝑖−[𝑏]𝑖
locally; then broadcast their [𝑑]𝑖 and [𝑒]𝑖 to all parties.

Step 2: Each party receives all shares [𝑑] 𝑗 and [𝑒] 𝑗 and adds the
shares up to reveal their true values 𝑑 and 𝑒 . Although 𝑑 = 𝑥 − 𝑎,
𝑒 = 𝑦−𝑏, random numbers𝑎 and𝑏 serve as one-time pad and ensures
no info about 𝑥 or 𝑦 is leaked. Finally, each party 𝑖 computes its
own secret share of the product as

[𝑧]𝑖 = [𝑥 ∗ 𝑦]𝑖 =
{[𝑐]𝑖 + 𝑒 ∗ [𝑥]𝑖 + 𝑑 ∗ [𝑦]𝑖 − 𝑒 ∗ 𝑑, 𝑖 = 0
[𝑐]𝑖 + 𝑒 ∗ [𝑥]𝑖 + 𝑑 ∗ [𝑦]𝑖 , 𝑖 > 0
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It is easy to verify that
∑𝑛−1
𝑖=0 [𝑧]𝑖 = 𝑧 = 𝑥 ∗ 𝑦 so [𝑧]𝑖 ’s are valid

secret shares. We can also rigorously prove that all [𝑧]𝑖 ’s satisfy
joint-independence, and this entire process does not leak anything
about 𝑥 , 𝑦, or 𝑧 (see [6]).

The communication cost of the above protocol includes each
party sending [𝑑]𝑖 and [𝑒]𝑖 to every other party, requiring at least
one network latency. Furthermore, this communication introduces
dependency between the two steps and acts as a global barrier: only
after all parties finish Step 1 and the communication completes,
all shares of [𝑑]𝑖 and [𝑒]𝑖 can be received to compute 𝑑 and 𝑒
in Step 2. Any compute units are idle waiting during network
transmission. This may cause significant performance overheads
up to 108× slower than a plain-text multiplication, if the network
connection among 𝑛-parties has a non-negligible latency or limited
bandwidth.

To the best of our knowledge, existing ways to implement MPC
multiplication under secret-sharing scheme all require at least one
network latency added to the critical path of every multiplication.
This is the core reason why MPC is hard to speed up in practice:
GPUs and heterogeneous accelerators can help optimize local com-
putation, but the overall time spent is lower-bounded by network
latency times the depth of the longest multiplication chain (and
comparisons, see §4.3).

2.2 One-time Table (Beaver Triple) Generation
In addition to expensive online multiplications mentioned above,
generating one-time tables (Beaver triples) and delivering their
secret shares to each party also adds significant overheads. Though
it can be done offline as pre-processing to hide latency, in large
ML computations the cost (e.g., energy consumption and server
resource occupation) is still substantial because we need a fresh
triple for every multiplication. Therefore, we argue that one-time
table generation also has to be efficient to realize practical privacy-
preserving ML.

Complete MPC implementations usually use other cryptographic
techniques such as homomorphic encryption [34] or oblivious
transfer [44] for Beaver triple generation, but they are extremely
expensive in terms of computation and communication: the state-
of-the-art implementation takes 0.1ms to 1ms to generate a single
Beaver triple [44], around 105× to 106× slower than a plaintext
multiplication. A more realistic approach widely used in practice
(e.g. [24, 27, 46, 67]) is to introduce a trusted third party (TTP), who
securely generates Beaver triples and delivers secret shares to all
parties. In practice, TTP is usually provided by some entity inde-
pendent of all parties involved in MPC, and the trust is based on
such entity’s credibility and neutrality.

For example, in a 2-party scenario, Alice (party 0) and Bob
(party 1) perform a secure multiplication with the help of a TTP. As
shown in Fig. 2(a), the TTP uses a pseudo random number generator
(PRNG) to generate 5 random numbers [𝑎]0, [𝑎]1, [𝑏]0, [𝑏]1, [𝑐]0,
and then computes [𝑐]1 = ( [𝑎]0+ [𝑎]1) ∗ ([𝑏]0+ [𝑏]1)− [𝑐]0 to build
the Beaver triple. Finally it securely delivers [𝑎]0, [𝑏]0, [𝑐]0 to Alice,
and [𝑎]1, [𝑏]1, [𝑐]1 to Bob. To guarantee security, the TTP must
satisfy both integrity (i.e., performing the designated operations to
generate valid Beaver triples) and confidentiality (i.e., never leaking
any information or colluding with any party).

2.3 Comparison with Alternatives and Related
Work

MPC is one of the earliest cryptographic primitives to support
privacy-preserving computing [85]. Securely computing Boolean
circuit can be done by the Garbled Circuit based MPC [7, 35], but
representing general fields (like integers) with Boolean circuits in-
troduces unbearable overheads, making secret-sharing based MPC
more favorable. There’s a plethora ofMPC schemes (e.g., [13, 22, 23])
with different security assumptions, some requiring honest major-
ity or even 𝑡 < 𝑛/3 (dishonest parties fewer than 1/3 of all parties),
whereas PPMLAC implements security against up to𝑛−1 corrupted
adversaries.

From a system perspective, many software frameworks have
been proposed to more efficiently realize MPC in real-world ap-
plications. Various MPC frameworks (e.g. [28, 43, 53, 90]) are in-
vented, some for ML specifically (e.g. [60, 61, 84]), and some recent
ones [46, 48, 76] utilize GPUs.

The more recent federated learning [10, 57, 86] is also a form of
privacy computing, allowing multiple parties to together train an
ML model without sharing data with each other. But it is limited
to model training scenarios and usually requires a large number of
users.

Modern cryptography also provides other alternative primitives
that can be used for privacy-preserving computing. For example,
homomorphic encryption (HE) allows a party to encrypt her data
and send to another party, who can then conduct computations us-
ing only the cipher-text without knowing the plain-text inputs [34].
Unfortunately, HE is extremely compute-intensive, usually caus-
ing over 106× slowdown [69]; not only the cipher-texts have to
be several times larger than the original data, their computations
are also orders of magnitude more expensive. Hence there have
been several architectural efforts to accelerate various HE protocols
using specialized hardware [66, 69, 74]. In contrast, MPC involves
simple data formats and computations almost as cheap as plain-text
processing, and does not require costly specific accelerated designs.
However, the key bottleneck of MPC is communication, which we
address in this work by reducing and tolerating its impacts.

Another approach is to build trusted execution environments
(TEEs) in hardware. TEEs provide secure enclaves to remote parties
on untrusted systems, so that plain-text data and computation
can happen in such enclaves without leaking information. TEE
examples include commercial products like Intel SGX [20] and
ARM TrustZone [4], and academic prototypes like Sanctum [21],
Komodo [32], Keystone [50], and Penglai [31]. While TEEs exhibit
much lower performance overheads than crypto-based protocols,
their security guarantees are widely criticized; plain-text data, even
in the enclave, opens the door to a large body of side-channel
attacks [14, 17, 47, 51, 54, 71, 75, 81–83]. In contrast, our proposal
leverages rigorous MPC protocols to protect plain-text data and
only relies on a minimum set of trusted hardware components, so
it’s much more robust to side channels (see §4.4).

3 KEY INNOVATIVE IDEAS
From §2 we see that the main performance bottlenecks of MPC are
the communication overheads on the critical path of every multi-
plication, and the generation and distribution of a large number of

89



ISCA ’22, June 18–22, 2022, New York, NY, USA Xing Zhou, Zhilei Xu, Cong Wang, and Mingyu Gao

TTP 

[a]0=PRNG.next()

[a]1=PRNG.next()

[b]0=PRNG.next()

[b]1=PRNG.next()

[c]0=PRNG.next()

[c]1=([a]0+[a]1)*([b]0+[b]1)-[c]0

Alice 

[x]0, [y]0

Bob 

[x]1, [y]1

[a]0, [b]0, [c]0 [a]1, [b]1, [c]1

[d]0=[x]0-[a]0

[e]0=[y]0-[b]0

[d]1=[x]1-[a]1

[e]1=[y]1-[b]1

[d]0, [e]0 [d]1, [e]1

d=[d]0+[d]1

e=[e]0+[e]1

d=[d]0+[d]1

e=[e]0+[e]1

[x*y]0=... [x*y]1=...

Time Time 

Communication

Trusted Chip 

[a]0=PRNG.next() 

[a]1=PRNG.next() 

[b]0=PRNG.next() 

[b]1=PRNG.next()

[c]0=PRNG.next()
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([b]0+[b]1)-[c]0

Alice 

[x]0, [y]0

Bob 

[x]1, [y]1

[a]0, 

[b]0, 

[c]0

[a]1, 

[b]1, 

[c]1

[d]0, [e]0 [d]1, [e]1

Time Time 

Communication

Trusted Chip 

[a]0=PRNG.next() 

[a]1=PRNG.next() 

[b]0=PRNG.next() 

[b]1=PRNG.next()

[c]0=PRNG.next()

[c]1=([a]0+[a]1)*

([b]0+[b]1)-[c]0

PRNG 

Seed

[x*y]1=...[x*y]0=...

Trusted Chip 

r1=PRNG.next()  

r2=PRNG.next() 

q1=PRNG.next()

Alice 

[x]0, [y]0

Bob 

[x]1, [y]1

r1, 

r2, 

q1

[x*y]1d, e

Time Time 

Communication

Trusted Chip 

r1=PRNG.next()  

r2=PRNG.next() 

q1=PRNG.next()

[x*y]1=f(r1,r2,q1, 

d, e, [x]1, [y]1)

PRNG 

Seed

[x*y]1=...[x*y]0=...

(a) existing TTP widely used in practice (b) chip-based TTP (c) better use of TTP in PPMLAC

Figure 2: Multiplication in 2-party MPC: (a) Use a trusted third party (TTP) to generate Beaver triples and deliver secret shares
to each party; (b) When each party has a trusted chip with the same PRNG seed, Beaver triples can be generated and delivered
locally; (c) We propose to make communication uni-direction: only Alice needs to send Bob data. Solid arrows denote remote
communication via network; dashed arrows denote local data delivery with the trusted chip.

Beaver triples, one per multiplication. To address these inefficiencies,
we propose a novel architecture named PPMLAC, which relies on
a minimum set of trusted hardware units on a specially designed
chip. If we trust the chip vendor, and assume the “hardened” chip
cannot be broken into and only expose limited interface not leaking
internal secret data, then the chip naturally offers strong integrity
and confidentiality guarantees. The key idea of PPMLAC is that,
such a trusted chip can act as a trusted third party (TTP), who can
securely handle initialization and execute computations more effi-
ciently. Furthermore, the trust chip also contains storage used as a
secure cache for data that must be kept secret to each party, thus
allowing for data reuse to save communication traffic.

More specifically, the trusted chips in PPMLAC are used in three
ways. First, the trusted chips act as the TTP for one-time table
generation and distribution, similar to [27]. Fig. 2(b) shows that, if
each party involved in the MPC has a trusted chip that is initialized
with the same seed (see details in §4.2), then their local PRNGs
could deterministically generate the same sequence of random
numbers ([𝑎]0, [𝑎]1, [𝑏]0, [𝑏]1, [𝑐]0), and also calculate [𝑐]1. The
trusted chip only outputs the corresponding shares to the local party
and discards the rest. Our actual design in §4.1 uses a modified form
of one-time tables with three random numbers, as shown in Fig. 2(c).
Using local trusted chips completely eliminates the communication
with remote TTP, and the random numbers can be generated as
needed as the computation goes rather than all at the beginning.
Note that although the trusted chip knows all random numbers, it
does not expose any interface for accessing these secrets to even
the party who owns this chip.

Second, the trusted chip of a chosen party, say Bob, can also be
used as a TTP to do the actual multiplication, after all other parties
send their one-time-padded secret shares to him. If we keep all
trusted chips always synchronized, Bob’s trusted chip could exactly

Alice 

[x]0, [y]0, [z]0

Bob 

[x]1, [y]1, [z]1

[x*y]0 [x*y]1

[x*y*z]0 [x*y*z]1

Communication 
latency

Communication 
latency

Computation time

Computation time

Alice 

[x]0, [y]0, [z]0

Bob 

[x]1, [y]1, [z]1

[x*y]0

[x*y]1

[x*y*z]0

[x*y*z]1

Computation

Communication 

(a) (b)

Figure 3: From (a) bi-directional communication that blocks
computations, to (b) one-way communication in PPMLAC
that is off the critical path and can be pipelined with com-
putations.

emulate all random number generation happening in other trusted
chips. This allows it to use the encrypted shares received from
other parties and the random numbers generated locally to do
multiplication with its own shares without further communication
(§4.1). The resulting one-way communication (i.e., from other parties
to Bob) is illustrated in Fig. 3(b). Alice now does not need to wait
for the first multiplication 𝑥 ∗ 𝑦 to complete, and can immediately
start the next multiplication with 𝑧. The messages to be sent to Bob
for all multiplications can even be batched and transferred together,
further improving communication efficiency. Using TTP this way
to remove communication bottlenecks is novel.

Third, the local trusted chip also offers secure caching capabilities
to reuse previous multiplicands without redundant data transfers
(§4.5). For example, Alice may have previously sent her encrypted
share of 𝑥 to Bob’s trusted chip to compute a multiplication. If later

90



PPMLAC: High Performance Chipset Architecture for Secure Multi-Party Computation ISCA ’22, June 18–22, 2022, New York, NY, USA

𝑥 is needed again in another multiplication, as long as the previous
𝑥 share is still cached in Bob’s trusted chip, Alice does not need to
send it again. Such data reuse can significantly reduce the data traffic
needed to complete a large number of multiplications, e.g., in matrix
multiplication and convolutions in ML workloads. Some software-
based MPC systems extend beaver triples to matrix multiplication
triples to exploit similar re-use opportunities [18, 19, 61, 84], but they
require heavy offline phase or non-conventional powerful TTP [46],
whereas PPMLAC only relies on standard caching algorithms.

Finally, our trusted chip design only requires standard and simple
logic units (e.g., registers, random number generators, multipliers)
in the trusted domain; all of them can be implemented in a security-
aware manner. All operations happen deterministically and are
oblivious to any secret data. Therefore, the minimum set of hard-
ware makes the architecture much more robust to side channels
and other attacks (§4.4).

To summarize, PPMLAC (1) uses lightweight remote attestation
and initialization to set up all parties’ trusted chips in a synchro-
nized state (§4.2), allowing them to locally generate pseudo random
numbers rather than relying on expensive Beaver triple genera-
tion and distribution; (2) eliminates the all-to-all communication
barrier that blocks the critical path of every multiplication, and
replaces with one-way communication (§4.1), which can be fully
pipelined with computations to hide the long communication
latency; (3) equips with secure cache storage for secret data inside
the trusted domain (§4.5), which enables data reuse to save com-
munication bandwidth; (4) only uses a minimum set of hardware
units for simple operations in the trusted domain, thus allowing for
easy implementations free from various side channels and other
attacks (§4.4).

4 DESIGN AND IMPLEMENTATION
This section illustrates the design details of PPMLAC. §4.1 and §4.2
describe the secure multiplication and initialization protocols as
well as their implementations in the trusted chip. §4.3 extends the
basic design to support more operations, more data types, and many
parties. §4.4 discusses the security arguments of our trusted chip,
and §4.5 elaborates the caching optimization to reduce communica-
tion traffic. Finally §4.6 puts everything together to summarize the
overall architecture of PPMLAC.

4.1 Architectural Support for Secure
Multiplications

We first describe how the (simplified) PPMLAC architecture accel-
erates secure multiplications, under a 2-party scenario for ease of
explanation. Suppose Alice (party 0) and Bob (party 1) each has a
trusted chip, in addition to their normal CPUs, memory hierarchies,
and network stacks. The trusted chip has three operand registers
reg[1,2,3] and three random registers rnd[1,2,3], each hold-
ing one 64-bit word. The chip also has a cryptographically-secure
pseudo-random number generator (CSPRNG) that can determinis-
tically generate a stream of random numbers from an initial seed.
Assume for now a mechanism (detailed in §4.2) exists to securely
initialize both Alice’s and Bob’s chips with the same seed, and no in-
formation about the seed is leaked to Bob so Bob can never know or
predict the random numbers. Conceptually, each chip generates two

independent streams of random numbers 𝑞1, 𝑞2, . . . and 𝑟1, 𝑟2, . . . ;
this is emulated by deterministically splitting the stream generated
by a CSPRNG into two, e.g., force every third number to be stream
𝑞 and the rest to be 𝑟 .

ld 𝑟𝑒𝑔, 𝑎𝑑𝑑𝑟 Load a word from memory to operand register
st 𝑟𝑒𝑔, 𝑎𝑑𝑑𝑟 Store a word from operand register to memory
setRnd 𝑟𝑛𝑑 Let the CSPRNG generate a new random number 𝑟 𝑗
(from stream 𝑟 ); set random register 𝑟𝑛𝑑 to be 𝑟 𝑗

outRnd 𝑚𝑒𝑚𝐴𝑑𝑑𝑟 Let CSPRNG generate a new random number
𝑟 𝑗 ; copy 𝑟 𝑗 to memory memAddr. outRnd is disabled for Bob.

outQnd 𝑚𝑒𝑚𝐴𝑑𝑑𝑟 Let CSPRNG generate a new random number
𝑞𝑘 ; copy 𝑞𝑘 to memory memAddr. outQnd is disabled for Bob.

mul 𝑟𝑒𝑔1, 𝑟𝑛𝑑1, 𝑟𝑒𝑔2, 𝑟𝑛𝑑2, 𝑟𝑒𝑔3 Let the CSPRNG generate a new
random number 𝑞𝑘 ; set 𝑟𝑒𝑔3 to (𝑟𝑒𝑔1 + 𝑟𝑛𝑑1) ∗ (𝑟𝑒𝑔2 + 𝑟𝑛𝑑2) − 𝑞𝑘

Listing 1: Trusted chip ISA and instruction semantics (for
computation).

Listing 1 shows the trusted chip’s instructions to support mul-
tiplications on secret-shared values. It uses normal ld and st for
data transfers between operand registers and memory, but has no
way to load or store the random registers by design. The setRnd
instruction asks the CSPRNG to generate the next random number
𝑟 𝑗 from stream 𝑟 and put it into the designated random register
rnd (inaccessible from outside). The outRnd or outQnd instruction
lets the CSPRNG generate the next random number 𝑟 𝑗 or 𝑞𝑘 from
stream 𝑟 or 𝑞, but stores the number to the memory. These two
instructions expose the random numbers and thus violate the se-
curity of MPC, so they are disabled for Bob (see §4.2 for details).
Because Alice never receives any information from Bob with our
one-way communication protocol, she cannot learn anything even
she knows about these random numbers.

The mul instruction actually does a multiplication. Its semantic1
is best illustrated by how it is used in Protocol 1, which is the key
algorithm of PPMLAC. Inline comments starting with “;” follow each
step in Protocol 1. Note: steps like assignment (←) and send/receive
do not involve either operand registers or random registers, so they
are purely performed by the normal CPU. The protocol’s correctness
is trivial to see: if the precondition holds, it is easy to verify that
the output [𝑧]0 on Alice and [𝑧]1 on Bob add up to 𝑧 = 𝑥 ∗ 𝑦, and
they constitute a valid secret sharing of 𝑧. Also, both Alice and
Bob invoke their CSPRNGs for the same times (twice for 𝑟 stream,
once for 𝑞 stream), so the CSPRNGs on both sides move in tandem,
generating the same sequence of random numbers and ending up in
the same states. Thus the postcondition holds. We also emphasize
that this multiplication protocol only uses one round of one-way
communication from Alice to Bob.

We next show Protocol 1 is indeed secure: neither party should
know anything about the other party’s secret share. This is trivially
ensured for Alice, as she never receives anything and thus cannot
learn information of Bob. For Bob, we need to prove anything he
receives or may infer from Alice is indistinguishable from pure
random numbers. Note that Bob gets information from two sources:
network messages from Alice, and instruction results from his local
trusted chip. Below we explain all interesting points (highlighted
in Protocol 1).

Step 3.Bob receives𝑑 = [𝑥]0−𝑟1 (the same argument holds for 𝑒).
Here the random number 𝑟1 plays as a one-time pad encryption for

1The real mul instruction uses even more complex formula, see §4.4
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Protocol 1 Multiply two secret-shared numbers 𝑥 ∗ 𝑦 → 𝑧

Notation: For a variable 𝑣𝑎𝑟 stored in memory, ⟨𝑣𝑎𝑟 ⟩ denotes the
memory address of 𝑣𝑎𝑟 .
Precondition: The CSPRNGs’ states on both parties’ chips are the
same. {[𝑥]0, [𝑥]1} form a valid secret sharing of value 𝑥 ;
{[𝑦]0, [𝑦]1} form a valid secret sharing of value 𝑦.
Postcondition: {[𝑧]0, [𝑧]1} form a valid secret sharing of value
𝑧 = 𝑥 ∗ 𝑦. The CSPRNGs’ states are still the same.
Alice’s procedure:
Variables in memory: two inputs [𝑥]0, [𝑦]0, the output [𝑧]0,
four temporary variables 𝑎, 𝑏, 𝑑, 𝑒 .
Steps:
(1) outRnd ⟨𝑎⟩ ; so 𝑎 = 𝑟1, a new random number
(2) outRnd ⟨𝑏⟩ ; so 𝑏 = 𝑟2, a new random number
(3) 𝑑 ← [𝑥]0 − 𝑎 ; so 𝑑 = [𝑥]0 − 𝑟1
(4) 𝑒 ← [𝑦]0 − 𝑏 ; so 𝑒 = [𝑦]0 − 𝑟2
(5) Send (𝑑, 𝑒) to Bob ; one-way communication.
(6) outQnd ⟨[𝑧]0⟩ ; so [𝑧]0 = 𝑞1, a new random number.

Bob’s procedure:
Variables in memory: two inputs [𝑥]1, [𝑦]1, the output [𝑧]1,
four temporary variables 𝑑, 𝑒,𝑢, 𝑣 .
Steps:
(1) setRnd 𝑟𝑛𝑑1 ; so 𝑟𝑛𝑑1 = 𝑟1, a new random number. Note

that this 𝑟1 is exactly the same 𝑟1 as in Alice’s procedure,
because Bob’s CSPRNG is synchronized with Alice’s. Same
for 𝑟2 and 𝑞1 in the steps below.

(2) setRnd 𝑟𝑛𝑑2 ; so 𝑟𝑛𝑑2 = 𝑟2, a new random number.
(3) Receive (𝑑, 𝑒) from Alice. Note that (𝑑, 𝑒) here have the same

values as (𝑑, 𝑒) in Alice’s procedure, because they come from
Alice, so 𝑑 = [𝑥]0 − 𝑟1, 𝑒 = [𝑦]0 − 𝑟2

(4) 𝑢 ← [𝑥]1 + 𝑑 ; so 𝑢 = [𝑥]1 + ([𝑥]0 − 𝑟1) = 𝑥 − 𝑟1
(5) 𝑣 ← [𝑦]1 + 𝑒 ; so 𝑣 = [𝑦]1 + ([𝑦]0 − 𝑟2) = 𝑦 − 𝑟2
(6) ld 𝑟𝑒𝑔1, ⟨𝑢⟩ ; so 𝑟𝑒𝑔1 = 𝑢 = 𝑥 − 𝑟1
(7) ld 𝑟𝑒𝑔2, ⟨𝑣⟩ ; so 𝑟𝑒𝑔2 = 𝑣 = 𝑦 − 𝑟2
(8) mul 𝑟𝑒𝑔1, 𝑟𝑛𝑑1, 𝑟𝑒𝑔2, 𝑟𝑛𝑑2, 𝑟𝑒𝑔3 ; so

𝑟𝑒𝑔3 = (𝑟𝑒𝑔1 + 𝑟𝑛𝑑1) ∗ (𝑟𝑒𝑔2 + 𝑟𝑛𝑑2) − 𝑞1 =
(𝑥 − 𝑟1 + 𝑟1) ∗ (𝑦 − 𝑟2 + 𝑟2) − 𝑞1 = 𝑥 ∗ 𝑦 − 𝑞1; 𝑞1 is a new
random number.

(9) st 𝑟𝑒𝑔3, ⟨[𝑧]1⟩ ; so the output is [𝑧]1 = 𝑥 ∗ 𝑦 − 𝑞1

[𝑥]0 to mask any information Bob might infer about Alice’s secret
share, and makes 𝑑 indistinguishable from a random number [72].
The key point is that 𝑟1 is confined inside Bob’s trusted chip and
cannot be read out in any way.

Steps 4 and 5. Bob calculates𝑢 ← [𝑥]1 +𝑑 using its normal CPU
and memory. The two input values are Bob’s own value [𝑥]1, and 𝑑
which we already proved to leak no information about Alice. The
output result, 𝑢, equals to 𝑥 − 𝑟1, which is again masked by 𝑟1’s
randomness and indistinguishable from a random number to Bob.
So Bob cannot infer anything from 𝑢, either. The same argument
holds for 𝑣 .

Step 9 transfers data from 𝑟𝑒𝑔3 inside the trusted chip to [𝑧]1 in
the normal memory accessible by Bob. We argue that [𝑧]1 does not
leak any information about 𝑥 or 𝑦. This follows from the fact that

[𝑧]1 = 𝑥 ∗𝑦 − 𝑞1, and the freshly generated random number 𝑞1 acts
as a one-time pad mask. [𝑧]1 is indistinguishable from a random
number to Bob.

So far we have proved Protocol 1 is secure in a semi-honest
setting (i.e., all plays strictly follow the protocol but only try to
learn secrets). In §4.4 we further show it is secure even if Bob
deviates from the protocol and calls arbitrary instructions to hack
on the messages received from Alice.

4.2 Secure Initialization and Remote
Attestation

Protocol 1 heavily relies on the fact that both parties’ CSPRNGs
are synchronized, i.e., moving in tandem with always the same
states. Note that we only need to ensure that the CSPRNGs are
initialized with the same seed into the same states before the MPC
begins. By induction, the postcondition of Protocol 1 guarantees the
CSPRNGs would stay synchronized across multiplications. Other
operators (e.g., additions) in MPC are performed locally without
involving CSPRNGs. However, such initialization cannot be done
directly. Bob must be kept from knowing anything about the seed;
otherwise he can predict the generated random numbers and thus
recover secrets from messages received from Alice.

To address the challenge, we design a protocol based on asym-
metric cryptography. Each party 𝑖’s trusted chip has a pair of public
key 𝑃𝐾𝑖 and hidden (a.k.a. private) key𝐻𝐾𝑖 . 𝑃𝐾𝑖 is public while𝐻𝐾𝑖
is hidden inside the trusted chip, not exposed to outside including
the host CPU [3, 92].

With the public/hidden key pair, there seems to be a simple and
standard initialization method: we let Alice choose a seed, encrypt
it with Bob’s public key 𝑃𝐾1, and send to Bob. Bob receives the
encrypted seed, and passes it to his trusted chip, which uses the
hidden key 𝐻𝐾1 to decrypt and retrieve the seed inside the chip.
Because 𝐻𝐾1 is inaccessible to Bob, he would not be able to learn
the seed.

However, the above simple approach actually has a serious vul-
nerability that allows Bob to perform replay attacks to learn Alice’s
secrets even without knowing the seed. To illustrate the attack,
suppose Alice has two private numbers 𝑥,𝑦, Bob has two private
numbers 𝑎, 𝑏, and they want to jointly compute 𝑐 = 𝑎 ∗ 𝑥 + 𝑏 ∗ 𝑦
and reveal 𝑐 to Bob. Note that 𝑥,𝑦, 𝑎, 𝑏 here are the original private
inputs that are to be secret shared by the two parties (e.g., 𝑥 is split
into [𝑥]0 and [𝑥]1). MPC should guarantee that eventually Bob
only knows information that can be deduced from his own private
inputs and the revealed final result 𝑐 , i.e., 𝑎,𝑏, and 𝑐 . This means that
Bob knows only that 𝑥 and 𝑦 satisfy the equation 𝑎 ∗ 𝑥 + 𝑏 ∗ 𝑦 = 𝑐

(a line in the 2D Cartesian space) but not their concrete values.
Recall that our MPC protocol only requires Alice to send one-way
messages to Bob, and Bob computes his part of the protocol from
the received messages using his trusted chip. Now Bob can save
all the messages from Alice, and replay the entire protocol without
Alice’s awareness, but this time feed a different pair of 𝑎′, 𝑏 ′ values,
to obtain another line 𝑎′ ∗ 𝑥 +𝑏 ′ ∗𝑦 = 𝑐 ′. From these two equations
Bob can solve the values of 𝑥,𝑦 and thus learn Alice’s secret inputs.

The key vulnerability that enables Bob’s replay attack is that Bob
can reuse the same (encrypted) seed for multiple times and thus re-
do the protocol with the same inputs from Alice but different inputs
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of himself. To break this, we choose a seed 𝑠 =𝑚 +𝑇𝑅 consisting of
two parts: a number𝑚 chosen by Alice, and an unpredictable truly
random number 𝑇𝑅 generated by Bob’s trusted chip each time. To
do that, the trusted chip must also contain a true random number
generator (TRNG) that makes use of physical noises [12, 41, 58, 79].
In order for Alice to initialize her CSPRNG with the same seed,
Bob must send out the true random number 𝑇𝑅 to Alice in the
initialization phase.

trueRnd 𝑚𝐴𝑑𝑑𝑟 Generate the next true random number ,
and copy its value to the memory 𝑚𝐴𝑑𝑑𝑟 .

initA 𝑚𝐴𝑑𝑑𝑟, 𝑦𝐴𝑑𝑑𝑟 Read from memory 𝑚𝐴𝑑𝑑𝑟 to get a
value 𝑚; read memory 𝑦𝐴𝑑𝑑𝑟 to get a value 𝑦; use
my hidden key to decrypt 𝑦, get 𝑇𝑅 = 𝐷𝑒𝑐𝑟𝑦𝑝𝑡 (𝐻𝐾, 𝑦)
and initialize my 𝐺𝑒𝑛𝐴 with seed 𝑚 +𝑇𝑅.

initB 𝑥𝐴𝑑𝑑𝑟, 𝑦𝐴𝑑𝑑𝑟 Read from memory 𝑥𝐴𝑑𝑑𝑟 to get a
ciphered message 𝑥; use my hidden key to decrypt
𝑥 and get the original message 𝑥′ = {𝑚,𝑃 } where 𝑃

is a public key; generate the next true random
number 𝑇𝑅; initialize 𝐺𝑒𝑛𝐵 with seed 𝑚 +𝑇𝑅; use
𝑃 to encrypt 𝑇𝑅 and get 𝑦; copy 𝑦 to memory 𝑦𝐴𝑑𝑑𝑟 .

To generate random numbers , outRnd and outQnd always
use 𝐺𝑒𝑛𝐴, while setRnd and mul always use 𝐺𝑒𝑛𝐵.

Listing 2: Trusted chip ISA and instruction semantics (for
secure initialization).

Listing 2 shows the trusted chip’s instructions related to ini-
tialization, and Protocol 2 formalizes the initialization procedure
discussed above. Each chip has a true random number generator
TRNG and two CSPRNGs 𝐺𝑒𝑛𝐴 and 𝐺𝑒𝑛𝐵: Alice only uses 𝐺𝑒𝑛𝐴,
Bob only uses 𝐺𝑒𝑛𝐵. They correspond to the limitations in §4.1,
where outRnd and outQnd are disabled for Bob. In our current set-
tings, outRnd and outQnd only use 𝐺𝑒𝑛𝐴, and Bob has no way to
get a correct 𝐺𝑒𝑛𝐴 — he could call 𝑖𝑛𝑖𝑡𝐴, but he knows neither the
value𝑚 (chosen by Alice) nor 𝑇𝑅 (encrypted) to make his 𝐺𝑒𝑛𝐴
match Alice’s, therefore his outRnd and outQnd are useless. We
could have used one CSPRNG with a single bit to select different
“modes”, e.g., 0 for Alice and 1 for Bob; but using separate CSPRNGs
is more secure in practice, in case a physical attack or a random
failure may flip the bit. Other implementations, e.g., using more bits
or more complex logic to encode the chip mode, are also possible.

One may argue that the seed can be just the true random number
𝑇𝑅 without an Alice-chosen part𝑚, which already ensures unpre-
dictability and is protected by the trusted chips. This is theoretically
correct, but we let Alice also contribute a part to implement remote
attestation: Alice needs to first verify Bob’s public key (and thus
his trusted chip) is authenticated and trusted, only after which she
participates in the MPC. Only the intended recipient (a trusted
chip) can decrypt Alice’s seed contribution with the corresponding
hidden key.

4.3 Extensions
Binary secret sharing is essentially additive secret sharing on
field F2 so each value is just 0 or 1 [35]. Now, addition becomes XOR
(⊕), and multiplication becomes AND. We group𝑊 = 64 bits into a
word. A binary-secret-sharedword𝑥 satisfies𝑥 = [𝑥]0⊕· · ·⊕[𝑥]𝑛−1
where each party 𝑖 holds [𝑥]𝑖 . XOR and bit shift operators can be

Protocol 2 Securely initialize CSPRNGs on both sides
Notation: For a variable 𝑣𝑎𝑟 stored in memory, ⟨𝑣𝑎𝑟 ⟩ denotes the
memory address of 𝑣𝑎𝑟 .
Precondition: Alice has a public key 𝑃𝐾0 in memory and a hidden
key 𝐻𝐾0 inside her trusted chip, and temporary variables𝑚, 𝑥 , 𝑥 ′,
𝑦, 𝑃𝐾1 in memory. Bob has a public key 𝑃𝐾1 in memory and a
hidden key 𝐻𝐾1 inside his trusted chip, and temporary variables 𝑥 ,
𝑦 in memory.
Postcondition: If succeeded, Alice’s CSPRNG 𝐺𝑒𝑛𝐴 and Bob’s
CSPRNG 𝐺𝑒𝑛𝐵 are initialized with the same seed.
Procedure (Alice and Bob steps interleaved):
(1) Bob sends 𝑃𝐾1 (his public key) to Alice. Alice receives.
(2) Alice does remote attestation to verify 𝑃𝐾1 is a trusted public

key, and fails the whole protocol if it is not.
(3) Alice calls trueRnd ⟨𝑚⟩ ;𝑚 is set to a random number.
(4) Alice packs𝑚, 𝑃𝐾0 (her public key) into a message

𝑥 ′ = {𝑚, 𝑃𝐾0} and encrypts 𝑥 ′ with 𝑃𝐾1 (Bob’s public key) to
get ciphertext 𝑥 = 𝐸𝑛𝑐𝑟𝑦𝑝𝑡 (𝑃𝐾1, {𝑚, 𝑃𝐾0})

(5) Alice sends message 𝑥 to Bob. Bob receives 𝑥 .
(6) Bob calls initB ⟨𝑥⟩, ⟨𝑦⟩ ; refer to initB semantics: internally,

Bob’s trusted chip decrypts 𝑥 to get 𝑥 ′ = {𝑚, 𝑃𝐾0} (𝑃𝐾0 is
Alice’s public key), its TRNG generates a new true random
number 𝑇𝑅, its 𝐺𝑒𝑛𝐵 is initialized with seed𝑚 +𝑇𝑅, and 𝑦 is
set to 𝐸𝑛𝑐𝑟𝑦𝑝𝑡 (𝑃𝐾0,𝑇𝑅).

(7) Bob sends message 𝑦 to Alice. Alice receives 𝑦.
(8) Alice calls initA ⟨𝑚⟩, ⟨𝑦⟩ ; refer to initA semantics:

internally, Alice’s trusted chip decrypts 𝑦 to get
𝑇𝑅 = 𝐷𝑒𝑐𝑟𝑦𝑝𝑡 (𝐻𝐾0, 𝑦), and her 𝐺𝑒𝑛𝐴 is initialized with seed
𝑚 +𝑇𝑅, same as Bob’s 𝐺𝑒𝑛𝐵.

done locally, but AND needs communication almost identical to
Protocol 1 (multiplication).

We convert between additive and binary secret sharing schemes
(with algorithm similar to [28, 46]) to conduct comparisons on ad-
ditive secret shared values. To test if 𝑥 < 0, we (1) convert 𝑥 to a
binary shared value 𝑦; (2) right shift 𝑦 by 63 bits to get the original
sign bit; (3) convert the sign bit back to an additive shared value 𝑧,
so 𝑧 = 1 if 𝑥 < 0 and 0 otherwise. Note that 𝑧 is also secret shared, so
no party can directly inspect its actual value; but 𝑧 can participate in
further computations, for example 𝑥 ∗ (1− 𝑧) is how we implement
ReLU in neural networks — it equals 𝑥 when 𝑥 ≥ 0 and 0 otherwise.
To compare two secret shared values, we first obtain their difference
and use the above protocol. Like other MPC tools [53, 55, 90], we do
not support branching on a secret condition, but it can be emulated
by executing both branches to get both results, and multiplying
them with the 0-1 branch condition value to select the final output.
Techniques like Oblivious RAM [36, 73, 88] can be combined with
MPC to efficiently emulate certain secret-value-dependent control
flows, which we leave as future work.

Beyond integers. It is easy to extend integers to fixed-point
numbers. Only eachmultiplication needs to be followed by a divided-
by-2𝑓 , where 𝑓 is the number of fractional bits. This divide-by-
constant operation can be performed locally at each party, thus
incurring negligible overheads. Our prototype PPMLAC chip uses
1 bit for sign, 31 bits for integer part, and 32 bits for fractional.
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Fixed-point arithmetics are sufficient for our ML workloads, while
general floating-point support is quite expensive using MPC and
left as future work.

Beyond two parties. Many-party MPC can be supported by
treating party 0 as Bob, and all other 𝑛 − 1 parties act as individual
Alice. Each Alice only sends messages to Bob, and only Bob receives
messages, so this is still one-way communication. Each Alice𝑖 -Bob
pair has its own synchronized CSPRNG pair, so different Alices are
mutually distrusted. The hardware overhead is actually acceptable
in most practical situations as there are not too many parties. An
optimization is to time-multiplex the CSPRNG in Bob-side chip,
by storing internal states for each Alice separately and doing con-
text switches. Different Alices do not share seeds or states. More
implementation care is needed to ensure security.

For a multiplication 𝑧 = 𝑥 ∗ 𝑦, each Alice𝑖 generates random
numbers 𝑟𝑖,1 and 𝑟𝑖,2, sends 𝑑𝑖 = [𝑥]𝑖 − 𝑟𝑖,1 and 𝑒𝑖 = [𝑦]𝑖 − 𝑟𝑖,2
to Bob. Bob calculates 𝑢 = [𝑥]0 +

∑𝑛−1
𝑖=1 𝑑𝑖 = 𝑥 − ∑𝑛−1

𝑖=1 𝑟𝑖,1 and
𝑣 = [𝑦]0 +

∑𝑛−1
𝑖=1 𝑒𝑖 = 𝑦 −

∑𝑛−1
𝑖=1 𝑟𝑖,2. Note that Bob’s trusted chip

can generate all 𝑟𝑖,1’s and 𝑟𝑖,2’s. Here
∑𝑛−1
𝑖=1 𝑟𝑖,1 is just like 𝑟1 in

Protocol 1 and
∑𝑛−1
𝑖=1 𝑟𝑖,2 is like 𝑟2, and the multiplication can be

done accordingly. For security, we guarantee that as long as at least
one party is honest, even if all other parties collude, they cannot
recover the honest party’s secret, which is sent out as 𝑥 − 𝑟𝑖 and 𝑟𝑖
is never exposed.

4.4 Security Guarantees
Malicious adversaries. A malicious adversary may deviate from
the protocols and call arbitrary instructions. It is trivial to see that
Alice does not receive any information from Bob so her malicity
does not break security. We next prove a malicious Bob still cannot
infer anything about Alice’s data. In Protocol 1, every message that
Bob receives is just Alice’s secret share minus a random number
(e.g., [𝑥]0 − 𝑟1). As long as the random number does not leak to
Bob, the whole message is indistinguishable from a pure random
number, and leak nothing to Bob (this argument is the foundation of
Beaver’s protocol [6] and one-time pad in general). These random
numbers (e.g., 𝑟1) are only present inside the trusted chip’s ran-
dom registers (generated by setRnd instructions on Bob’s CSPRNG),
which are inaccessible from outside. The only instruction that trans-
fers information from random registers to operand registers is mul;
but the result of mul is in the form of Φ − 𝑞 where 𝑞 is a freshly
generated random number from a different stream than 𝑟1, thus
information from 𝑟𝑛𝑑 to Φ is securely masked by the randomness
of 𝑞. More protections like MAC ([8, 25, 26, 38, 39, 45, 62]) can be
added to achieve active security, left as future work.

Side-channel attacks. It is straightforward to see that our ini-
tialization, local operations, and mul all only involve determinis-
tic control flow and memory accesses independent of secret data.
Higher-level control flow across operators are realized as in §4.3. All
branches are obliviously executed regardless of data values, and the
final result selection is a deterministic sequence of MPC operations.
Thus our design is free from control flow and memory access side
channels.

Most instructions are random number generation (Listing 1) and
encryption/decryption (Listing 2), which are well studied security-
sensitive operations that can benefit from a large body of side-
channel-resist hardware implementations [52, 78, 80, 89]. The most
critical one would be the mul instruction. Instead of the simplified
version discussed in §4.1, the real mul generates three new random
numbers 𝑞1, 𝑞2, 𝑞3 on Bob side, and sets 𝑟𝑒𝑔3 (Line 8 of Protocol
1) as 𝑟𝑒𝑔3 = 𝑞3 + (𝑟𝑒𝑔1 − 𝑞1) ∗ (𝑟𝑛𝑑2 + 𝑞2) + (𝑟𝑒𝑔2 − 𝑞2) ∗ (𝑟𝑛𝑑1 +
𝑞1) + (𝑟𝑒𝑔1 − 𝑞1) ∗ (𝑟𝑒𝑔2 − 𝑞2) = 𝑞3 + 𝑥 ∗ 𝑦 − (𝑟1 + 𝑞1) ∗ (𝑟2 + 𝑞2).
Correspondingly, Alice also calls three outQnd to get 𝑞1, 𝑞2, 𝑞3, and
sets [𝑧]0 (Line 6) to [𝑧]0 = (𝑎 +𝑞1) ∗ (𝑏 +𝑞2) −𝑞3 = (𝑟1 +𝑞1) ∗ (𝑟2 +
𝑞2) − 𝑞3. One can easily verify its correctness. This more complex
mul ensures that every intermediate term is fully random (always
masked with a new random number), so the plain-text values of 𝑥
and 𝑦 never exist physically. Such a design prevents most physical
side channels including power consumption and electromagnetic
signal analysis [33, 70, 91].

Forward security. Our design supports an even stronger guar-
antee known as forward security: secure conversations are protected
against future key leaks [11]. While the hidden key 𝐻𝐾 embedded
in the trusted chip is assumed to be extremely difficult to retrieve,
there may exist methods (despite being expensive) to break it, e.g.,
by freezing the chip to ultra low temperature and using some fu-
turistic device to get 𝐻𝐾 . We reasonably assume that one cannot
break into a trusted chip while the chip is powered on and work-
ing normally. So, we can additionally require the trusted chip to
communicate with some central attestation server periodically, by
signing a timestamp message with its hidden key. If the attestation
server fails to receive an up-to-date timestamp, it marks the chip
as “broken” and fails its future remote attestations. Thus all other
MPC participants will refuse to talk to that chip.

Nevertheless, amalicious Bob can still record all historymessages
from previous MPC sessions, and then break the chip to retrieve
the hidden key, trying to discover the historical secrets. The secure
initialization (Protocol 2) is carefully designed to protect against
this issue. 𝑇𝑅 generated by Bob’s trusted chip is sent out not as
plain-text, but encrypted under Alice’s public key 𝑃𝐾0. Even if Bob
is able to retrieve his chip’s hidden key 𝐻𝐾1 as described above,
and use it to decrypt and obtain the𝑚 values received from Alice,
Bob is unable to know 𝑇𝑅 as he cannot know Alice’s chip’s hidden
key 𝐻𝐾0. Thus Bob still cannot replay the history MPC sessions to
sniff out anything without the seeds𝑚 +𝑇𝑅.

Man-in-the-middle attacks. We also need to ensure Bob can-
not play any man-in-the-middle attack between Alice and his own
trusted chip. The initB instruction (used in Protocol 2) is carefully
designed to read a packed cipher-text message 𝑥 from 𝑥𝐴𝑑𝑑𝑟 and
decrypt 𝑥 to 𝑥 ′ = {𝑚, 𝑃𝐾0} where 𝑃𝐾0 is Alice’s public key. Other-
wise, if initB takes 𝑃𝐾0 separately, Bobmay replace it with another
fake public key 𝑃𝐾2 whose hidden key 𝐻𝐾2 is known to Bob. The
initB instruction would thus use 𝑃𝐾2 to encrypt 𝑇𝑅 and return it
to Bob. Bob decrypts it using 𝐻𝐾2 and learns𝑇𝑅, and re-encrypts it
using 𝑃𝐾0 before sending back to Alice. Alice would not be aware
of anything in this case, but Bob can now break the aforementioned
forward security protection. Combining and encrypting {𝑚, 𝑃𝐾0}
together in our design prevents Bob from replacing the associated
public key.
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Figure 4: Cache multiplicands to save communication.
Dashed arrows indicate data flow for chip-executed instruc-
tions; blue curvy solid arrows indicate reusing numbers; red
straight solid arrows indicate network transmissions.

4.5 Reducing Communication by Caching
Multiplicands

The basic PPMLAC architecture in §4.1 eliminates the communi-
cation latency bottleneck with one-way communication. We next
present an optimization that further reduce the communication
bandwidth consumption, through caching and reusing previous
multiplicands inside the trusted chip.

In the basic Protocol 1, each multiplication requires Alice to send
two numbers to Bob, but actually one or both of them can be saved.
As shown in Fig. 4 top, suppose the two parties have just jointly
computed a multiplication 𝑧 = 𝑥 ∗ 𝑦. Alice sent 𝑑 = [𝑥]0 − 𝑟1 and
𝑒 = [𝑦]0 −𝑟2 to Bob, and Bob called setRnd 𝑟𝑛𝑑1 and setRnd 𝑟𝑛𝑑2
so the random registers 𝑟𝑛𝑑1 = 𝑟1, 𝑟𝑛𝑑2 = 𝑟2, where 𝑟1, 𝑟2 are the
two random numbers generated by both sides’ CSPRNGs. Bob also
computed 𝑢 = [𝑥]1 + 𝑑 and 𝑣 = [𝑦]1 + 𝑒 in the operand registers
𝑟𝑒𝑔1 and 𝑟𝑒𝑔2. Note that 𝑟𝑒𝑔1 + 𝑟𝑛𝑑1 = 𝑥 and 𝑟𝑒𝑔2 + 𝑟𝑛𝑑2 = 𝑦 —
this is actually an invariant in our design: 𝑟𝑒𝑔𝑖 + 𝑟𝑛𝑑𝑖 equals to an
multiplicand.

Now if they want to compute another multiplication 𝑡 = 𝑥 ∗ 𝑠 ,
Alice does not need to generate a new random number for [𝑥]0
and send their difference again, because Bob has already saved
𝑑 = [𝑥]0 − 𝑟1, which this second multiplication can reuse. This is
illustrated in Fig. 4 bottom. Alice only needs to call outRnd ⟨𝑏 ′⟩
to generate one random number 𝑟3 and send 𝑒 ′ = [𝑠]0 − 𝑟3 to Bob.
Once Bob receives 𝑒 ′, he treats (𝑑, 𝑒 ′) as the message that should
be received, and follows the rest of Protocol 1. This includes calling
setRnd 𝑟𝑛𝑑2 (step 2) so random register 𝑟𝑛𝑑2 = 𝑟3, computing𝑤 =

[𝑠]1+𝑒 ′ (step 5) and calling ld 𝑟𝑒𝑔2, ⟨𝑤⟩ (step 7) so operand register
𝑟𝑒𝑔2 = 𝑤 = 𝑠−𝑟3. These steps ensure the invariant that 𝑟𝑒𝑔2+𝑟𝑛𝑑2 =
𝑠 for the new multiplicand. For the other multiplicand, random
register 𝑟𝑛𝑑1 still equals to 𝑟1, and operand register 𝑟𝑒𝑔1 = [𝑥]1+𝑑 =

𝑥 −𝑟1 can be re-produced from Bob’s own secret share [𝑥]1 and the
saved message 𝑑 . Therefore, these states satisfy all requirements
for mul and calling mul now would result in the correct output
[𝑡]1 = 𝑥 ∗ 𝑠 −𝑞2 for Bob; Alice just calls outQnd ⟨[𝑡]0⟩ so [𝑡]0 = 𝑞2.

This caching optimization does not exhibit any security issue. 𝑠
and 𝑡 are protected using newly generated random numbers 𝑟3 and
𝑞2. 𝑥 is protected by the same 𝑟1 from the previous multiplication,

but this does not break the one-time pad requirement, as 𝑟1 is never
used to mask different plain-texts.

Clearly, the potential communication saving depends on how
many multiplicands we can cache, i.e., the size of the register files in
the trusted chip. In the previous example we only have three pairs
of operand and random registers, limiting reuse opportunities. For
example, if next the two parties want to compute a third multipli-
cation 𝑞 = 𝑦 ∗ 𝑝 , they cannot reuse the previous data of 𝑦, because
𝑟2 has already been overwritten, and there is no way to restore
it (cannot be stored anywhere outside, and CSPRNGs cannot roll
back). So now the two parties have to follow the complete protocol
to transfer two numbers. In general, as long as a previously used
random register associated with a multiplicand is not overwritten,
this multiplicand can directly participate in new multiplications
without requiring communication. But once a random register has
been overwritten, its associated multiplicand cannot be reused fur-
ther. This is a lot like the cache eviction problem, where evicted
data must be fetched again from the remote side. The actual PPM-
LAC chip builds more (e.g. 384) random registers that is allowed by
available hardware resource.

We currently leverage a compiler-based, modified LRU policy to
statically optimize the register usage and minimize evictions. Specif-
ically, our compiler book-keeps the usages of all random registers to
perform standard LRU evictions, but provides a soft pinning facility
to programmers, who can soft pin critical multiplicands such that
their random registers can only be evicted by other soft-pinned
multiplicands. Non-pinnedmultiplicands can only evict non-pinned
random registers. Such a policy works well for our main target –
ML and statistics workloads, which use matrices and tensors heav-
ily; the programmer can pin a small block in one matrix that is
multiplied by hundreds of blocks in the other matrix, so their ran-
dom registers are always cached and re-used, saving over 99% of
total data transfer (see §5 for quantitative evaluation). We leave
fully-automated pinning support as future work.

Recall that MPC programs are always deterministic, without
any control flow depending on secret data. Therefore static com-
piler analysis can be used. This property also eases soft pinning
heuristics specified by programmers, because all tensor sizes are
pre-determined public numbers. Note that Alice never uses random
registers, yet the compiler also has to generate her local instructions
to be consistent with Bob’s operations, and to determine which
multiplicands need message transfers. The compiler guarantees
Alice and Bob always use the same register allocation/eviction.

4.6 Put It Altogether: The PPMLAC
Architecture

Fig. 5 summarize the overall PPMLAC architecture for Bob side only.
The incoming initial𝑚 is decrypted by the trusted chip’s hidden
key, and combined with 𝑇𝑅 generated from TRNG to get the final
seed, to initialize the CSPRNG. At runtime, the generated random
number sequences are put into the random registers to be used
by mul instructions in the secret multipliers, or added to mask the
multiplier output.
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Figure 5: The overall PPMLAC architecture (focus on Bob’s
side).

Vectorization. To better support ML workloads, PPMLAC is in-
herently vectorized to exploit batched transfers and data-parallel ex-
ecution.Multiple secret multipliers work on a vector of operand/ran-
dom registers simultaneously, accessed from/to the banked register
files. In our prototype, we use 24 lanes.

System integration. We discuss several potential integrations
of our trusted chip with the host system. One is to build a discrete
heterogeneous device, similar to accelerators like GPUs [63] and
TPUs [42]. Besides the central components, we also add an on-
device memory hierarchy to locally store data and avoid frequent
transfers with the host CPU. This includes a small instruction buffer
for the MPC program, a FIFO to buffer messages that are sent to
or received from the other party (through the proxy of host CPU
network stack), and data caches and global memory to hold the
working data set. The host CPU initially loads the input data into the
chip’s global memory, and all intermediate data uses the on-device
memory hierarchy rather than the host CPU memory whenever
possible. Any remaining necessary data transfers are maximally
batched by software to reduce overheads, similar to conventional
CPU-GPU interactions. The entire memory hierarchy is not in the
trusted domain; attackers can freely access them without violating
security. Therefore although operand registers are backed up by
the data caches/memory, random registers can never be spilled to
the public memory.

We also enhance the chip with minimum functionalities to sup-
port other MPC computations besides the central multiplication
and initialization protocols. These include normal arithmetic opera-
tions on operand registers (e.g., add, multiply/divide by a constant)
and instructions to access memory and communication FIFO. This
way, a complete MPC program (a DAG in Fig. 1) can run on-device
as locally as possible. Note that all these components are not in the
trusted domain, and their implementations are security-insensitive.

Alternatively, PPMLAC can be tightly integrated with the CPU
as an ISA extension. The additional components would be TRNGs
and CSPRNGs, attestation logic and public/hidden keys, random
registers, and dedicated multiplier logic to support mul. Other parts,
including operand registers, loads/stores, secret-sharing adds, mes-
sage send/receive, can simply reuse the existing CPU functionalities.
We implemented such an extension to the RISC-V CPU on an FPGA

as a proof-of-concept, but we do not further evaluate its perfor-
mance.

Programming model. The PPMLAC architecture is easy to
use. It has a simple and well defined ISA (Listings 1 and 2). For
discrete device integration, a separate MPC program is generated
and loaded to the chip; for CPU extension, the MPC instructions are
embedded into the original CPU program. We can let programmers
manually write short code pieces or leverage existing MPC program
compilers (e.g., [5, 37, 53, 90]) and add our multiplicand caching
optimization (§4.5).

Security assumptions fromwhole-system perspective.We
only consider the PPMLAC chip to be in trusted domain. The host
CPU, memory, and software running outside the trusted domain
are all untrusted. The stand-alone trusted chip does not share com-
ponents like internal buffers and caches with host CPU, so it is
protected from microarchitectural attacks from host CPU threads.
The random numbers inside the chip are never exposed to outside,
so they are safe against memory bus snooping. When extending ex-
isting ISA with PPMLAC, there’s a PPMLAC core (trusted domain)
and a host core (untrusted domain) on the same CPU, so extra
care is needed to avoid microarchitectural sharing between the
two, to prevent cross-core side-channel attacks like CrossTalk [65].
We do assume attackers cannot directly and physically break into
the trusted chip to read its random numbers. Periodic timestamp
messages (see §4.4 “Forward Security”) can be used to detect such
attacks. Nevertheless, PPMLAC is still resilient to many known
indirect approaches (including side channels), explained as follows.
PPMLAC’s random numbers only participate in simple operations
like multiplications. It is much easier to make such simple opera-
tions resilient against time-based and power-based analysis. Each
multiplication is constant-time, and involves fresh random numbers
that randomize per-operation power consumption. We can further
improve side-channel protection by using redundant randomized
operations, active power fences, etc. PPMLAC forbids replay, thus
prevents attacks that rely on re-running programs multiple times.
Fault-injection attacks may skip certain branching instructions to
bypass guards. PPMLAC ISA has no branching instructions. If Alice
or Bob skips some PPMLAC instructions, they are simply treated
as malicious adversaries as §4.4, and still gain nothing. All these
make PPMLAC safer than TEE.

Comparison with TEE. TEE adds enclave-related features to
a full-fledged CPU that has complex microarchitecture like spec-
ulation. The complexity of the CPU brings a wide attack surface
to TEE. In comparison, PPMLAC is designed just for the purpose
of MPC multiplications, so it has a much narrower attack surface.
To some extent, PPMLAC can be viewed as a minimal enclave that
supports secure multiplications for MPC, which is more robust
against side-channel and other attacks.

5 EVALUATION
We evaluate the performance of a PPMLAC prototype as a discrete
accelerator implemented in FPGA with 256 banks of random reg-
isters (24 lanes per bank) and 100KB fast local memory cache. It
is implemented using the High-Level Synthesis development envi-
ronment, and runs on a Xilinx Virtex UltraScale+ VU9P FPGA of
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an AWS F1 instance. It runs at only 150MHz clock rate due to the
limitation of AWS.

We evaluate the scenario of 2-Party MPC under 3 different set-
tings: (1) 1-DC: Alice and Bob are two nodes in one data center,
with network round-trip latency less than 0.3ms. This is unsafe
and unrealistic, given that the main motivation of MPC is for cross-
organization data collaboration. Nevertheless, this setup allows us
to see the ideal MPC performance at minimal network latency. (2)
Cross-DC: We use tc command to add 65ms round-trip latency
between Alice and Bob to emulate a connection between two data
centers [59]. This is a realistic setting. (3) Trans-Pacific: We add
200ms round-trip latency to emulate a connection from East Asia
to the US. This is also realistic, simulating cross-country data col-
laboration.

We compare with two state-of-the-art software MPC frame-
works: MP-SPDZ [43] and CrypTen [46]. MP-SPDZ extends the
classical SPDZ [25] protocol. We use its “semi-honest, 264 ring”
mode and run it on a server with 80-core Intel Xeon Gold 6145 CPU
at 2.5GHz and 192GB RAM. Two MP-SPDZ processes communicate
through a loopback network device, allowing tremendous network
bandwidth, and each party still has 40 cores for data parallellism.
CrypTen leverages the matrix multiplication optimizations [18, 61]
to reduce communication and exploits GPU acceleration aggres-
sively, but uses a very sophisticated TTP that is assumed to handle
the heavy matrix multiplications and convolutions, instead of pure
algorithmic safety measures like Oblivious Transfers. Therefore
CrypTen improves performance significantly at the cost of more
expensive hardware and more relaxed security setting. We run
CrypTen on 3 servers (Alice, Bob, TTP) each with NVidia V100 GPU
(16GB RAM) and Intel Xeon E5-2686 CPU at 2.30GHz. We exclude
the initialization phases before the actual MPC from measurements,
which favors the baselines as they need heavier initialization than
PPMLAC.

Micro-benchmarks. Fig. 6-(a)(b)(c)(d) show how long it takes
to run 10 million basic operations (multiply, comparison, bit-AND,
exponential) by PPMLAC (P) versus CrypTen (C) and MP-SPDZ (M).
The 10M operations are carefully written to allow full vectorization.
Two factors favor the software-based MPC greatly: (1) CrypTen
runs on V100 GPUs with 7.8 Trillion-OPS (64-bit operations per
second) performance, and MP-SPDZ leverages multithreading and
AVX512 instructions to utilize the many-core CPU, providing at
least 100 GOPS. PPMLAC only has 3.6 GOPS peak throughput; (2)
there is no data-dependence among operations, so software MPC
is less impacted by the communication bottleneck.

Even under such unfair conditions, PPMLAC is still the fastest,
even in the unrealistic 1-DC setting that dwarfs the communica-
tion latency issue. Note that PPMLAC does not focus on improving
computations and thus this is the worst case for it. Under the more
realistic cross-DC and Trans-Pac settings, PPMLAC achieves 14×
to 280× speedup over CrypTen and 100× to 300000× speedup over
MP-SPDZ. These results demonstrate the effectiveness of the opti-
mizations in PPMLAC that eliminate the communication bottleneck
and result in higher speedups with longer network latencies.

Real-world applications. We also evaluate four widely used
real-world applications: (1) LR: inference for a Logistic Regression
model with input dimension 106 and a Sigmoid layer, batching 24
samples per inference — a standard statistics task; (2) SVM: train

a linear Support Vector Machine model with 1000 examples, 1000
features, and 100 training epochs — a classic machine learning
training task; (3)MLP: inference for a Multilayer Perceptron model
with five linear layers (dimensions 1024 × 512, 512 × 256, 256 × 128,
128 × 64, 64 × 32) and four ReLU layers in between, batching 24
samples per inference — a typical neural network used in recom-
mendation systems; (4) ResNet: inference for the ResNet18 model
[40] with deep architecture and residual blocks — a mainstream
deep learning model for object recognition.

For SVM, Alice and Bob each has part of the training dataset,
and they collectively train the model parameters; for other cases,
Bob has the model parameters, Alice has the input data, and they
collectively compute model inference results. MPC is flexible re-
garding data partitioning schemes and other partitioning schemes
are also supported.

Fig. 6-(e)(f)(g)(h) compare the running times of PPMLAC (P)
with CrypTen (C) and MP-SPDZ (M): under realistic settings (Cross-
DC and Trans-Pac), PPMLAC achieves 40× to 40000× speedups
over the software-based MPC implementations. Even under the
unrealistic setting (1-DC), PPMLAC still exhibits performance im-
provements. We highlight the case with the heaviest workload
ResNet over long-latency network Trans-Pac, where PPMLAC
just runs for less than 4 seconds, which is close to interactive and
can be acceptable for meaningful real-world use cases like financial
Know-Your-Client checking or physical access control, whereas the
fastest software-based MPC runs over two minutes cross-DC. More-
over, it is worth mentioning that PPMLAC exhibits the above great
advantages despite using much weaker hardware (3.6 GOPS) than
CrypTen (7.8 TOPS) and MP-SPDZ (100 GOPS). If we were build-
ing a real PPMLAC ASIC chip, another 10× performance would
be possible, and further brings down the runtime for ResNet to
within 0.5 seconds. In contrast, software-based MPC is restricted
by the communication bottleneck and cannot benefit much from
increasing computational capabilities.

We also ran the four ML models with plain-text computations
on Intel Xeon 6145 (2.5GHz) CPU, just to see how much slowdown
PPMLAC (under Cross-DC setting) causes against plain-text com-
putation. The results are listed in Fig. 7. We can see that PPMLAC
still brings some slowdown over plain-text computation, but they
are all smaller than 100×, and much better than software-based
MPC by far.

Model accuracy. Converting floating point numbers to fixed
point used in MPC (§4.3) inherently loses precision and may af-
fect model accuracy, so we verify the accuracy of our ResNet-18
model inference against PyTorch [64] with plain-text, floating-point
computations, using the same pre-trained model and the ImageNet
dataset [29]. We ran 1000 images and compare the Top-1 and Top-5
accuracy, shown in Fig. 8. The differences are tiny. Improving model
accuracy in MPC is itself an interesting topic [15, 56]. We plan to
incorporate techniques in the literature as our future work.

Impacts of multiplicand caching optimization (§4.5) are in-
vestigated in Fig. 9. For applications like MLP and ResNet that are
dominated by matrix/tensor multiplications, the optimization saves
96% and 99% traffic. For vector-dominant cases, there are still over
45% savings.
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(e) LR (f) SVM (g) MLP (h) ResNet

Figure 6: Running time in seconds by each MPC system with different latency setups: 1-DC, Cross-DC and Trans-Pac. MPC
systems evaluated: P - PPMLAC; C - CrypTen; M - MP-SPDZ. (a) - (d) show micro-benchmarks, each performing 107 basic
operations. (e) - (h) show results of four real-world applications.

LR SVM MLP ResNet
Plain-text computation on CPU 0.02s 0.09s 0.001s 0.09s

MPC on PPMLAC 0.46s 1.05s 0.09s 3.64s
Slowdown 23× 12× 90× 40×

Figure 7: Compare PPMLAC’s MPC performance against
plain-text computations on CPU.

Framework Top-1 accuracy Top-5 accuracy
PPMLAC 84.6% 95.3%
PyTorch 84.8% 95.9%

Figure 8: Model inference accuracy comparison: PPMLAC
v.s. PyTorch

LR SVM MLP ResNet
with caching 210 MB 161 MB 10 MB 921 MB

without caching 384 MB 321 MB 276 MB 106 GB
savings percent 45.3% 49.8% 96.4% 99.1%

Figure 9: Effect of multiplicand caching: communication
amount, run with v.s. without caching.

Generality. Our benchmark applications range from classical
statistics to state-of-the-art deep learning models, and exercise var-
ious non-linear functions like Sigmoid, Exponential, ReLU, and
Hinge Loss. PPMLAC, like other MPC tools, is suitable for general
computation tasks instead of being restricted to training-only case
like Federated Learning. Nevertheless, training needs higher pro-
gramming efforts than inference. We manually implemented the
training algorithm for SVM here to show PPMLAC can do both

training and inference, but it is natural to adapt existing secure ML
frameworks like [46, 53, 61] to use PPMLAC as the backend and get
a full-fledged high-performance system. We leave such integration
as our future work.

6 CONCLUSION
We have shown that Multi-Party Computation can be implemented
with high performance and strong security by adding a minimum
hardware trust root. Our chipset (PPMLAC) runs the secret-sharing
based MPC protocol while eliminating its communication bottle-
necks, thus achieves several orders of magnitude speed-up over
software-based MPC. PPMLAC uses a minimum set of hardware
units for simple operations in the trusted domain, allowing for
easy implementations free from various side channels and other
attacks. It is safe against dishonest majority (up to 𝑛 − 1 corrupted
parties), and runs large-scale complex machine learning models
with unprecedented high performance under realistic network en-
vironments.
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