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Abstract—The data access bottleneck in memory-intensive
applications has motivated various architectural innovations in
the main memory system, with Near-Data Processing (NDP)
and Compute Express Link (CXL) as two recent prominent
representations. In this work, we focus on addressing the memory
capacity limitation of 3D-stacked NDP systems using CXL-based
extended memory, where the DRAM space of the 3D NDP stacks
is used as the cache of the CXL-based memory. Nevertheless,
this architecture exhibits unique challenges to address the signif-
icant interconnect latency and expensive metadata management
problems. We propose NDPExt, a hardware-software co-design
approach to achieve efficient NDP with extended memory. On
the hardware side, NDPExt uses coarse-grained data streams
rather than conventional fine-grained cachelines to manage the
NDP stacks as a distributed DRAM cache, in order to reduce
metadata cost and apply custom optimizations to different data.
On the software side, NDPExt periodically derives the optimized
cache configuration to allocate the DRAM cache space to each
stream based on profiled miss behaviors. The configuration co-
optimizes capacity sizing, spatial placement, and data replication.
Combining the two techniques allows NDPExt to achieve 1.41×
on average and up to 2.43× performance improvements over
state-of-the-art cache management solutions.

Index Terms—near-data processing, CXL, caching, streams

I. INTRODUCTION

Nowadays, big data, artificial intelligence, and in-memory

databases have posed continuously increasing demands on the

memory systems of modern computers, due to their large

data footprints and excessive access rates. Data accesses to

and from the conventional DRAM-based main memory have

emerged as a crucial performance and energy bottleneck,

known as the “memory wall” [52]. In order to adapt to such

urgent demands of memory-intensive applications, two emerg-

ing architectures have gained significant attention recently. On

one hand, Near-Data Processing (NDP) systems [11], [18],

[23], [26], [38], [41], [46], [55] move the computations close

to where the data reside, thereby enabling high-bandwidth

and low-latency data accesses and reducing data movement

overheads. On the other hand, the Compute Express Link

(CXL) specification [16] outlines the interaction between

the host processor’s memory and the peripheral memories,

making it efficient and convenient to extend system memory

capacities [24], [25], [30], [31], [49], [51].

However, for those NDP systems based on 3D-stacked

memory technologies [35], [54], despite the abundant data

bandwidth to the memory dies and the flexible interconnection

across the logic dies, a significant limitation is the overall

capacity, which is currently limited to only about six stacks

with several gigabytes each [14], [32]. We therefore propose

to extend the current 3D-stacked NDP system with external

memory modules that are connected through the CXL inter-

face. We name such a design as NDP with extended memory.

In this architecture, the memory regions of the NDP stacks

are used as a distributed DRAM cache, while the extended

CXL-based memory serves as the OS-visible physical memory

space. To each core in one of the NDP stacks, some cache

space is local while the others are remote, naturally exhibiting

non-uniform access characteristics similar to the conventional

non-uniform cache architecture (NUCA) [42].

However, NDP has its unique challenges, such as the much

more severe interconnect latencies when accessing remote

cache locations across the 3D memory stacks, and the sub-

stantial overheads of maintaining and looking up the metadata

of the distributed DRAM cache. Previous NUCA solutions [6],

[7], [56], [71] fail to address these two issues, because they

do not sufficiently consider the data placement issue to reduce

the interconnect distance, and they cannot adopt efficient

and flexible data replication due to the metadata constraint.

Even though NDP and NUCA are both well-explored topics,

the above unique challenges make it ineffective to directly

combine existing techniques and call for new innovations.

In this work, we propose NDPExt, an optimized architecture

of NDP with extended memory, leveraging two hardware-

software co-designed optimizations to address the above chal-

lenges. On the hardware side, NDPExt adopts software-defined

data streams [74]–[76] as a coarse-grained abstraction to orga-

nize the distributed DRAM cache as stream caches. Compared

to the traditional fine-grained, cacheline-level management, the

stream cache not only reduces the metadata storage and lookup

cost, but also offers a nice level of abstraction on which we

can apply flexible and customized placement and replication

strategies to individual data streams without much complexity.

On the software side, NDPExt periodically derives the

optimized cache configuration schemes which partition and

allocate the distributed DRAM space to the many different

streams in the workload. The configuration algorithm is ex-

ecuted by a software runtime on the host processor, taking

as input the cache miss behaviors of all the streams that are

profiled by specially designed hardware samplers. We propose

efficient sampling methods that can scale to many different
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streams and many NDP cores in the system. Compared to

existing NUCA algorithms, our algorithm co-optimizes the

sizing of each stream cache and the placement across different

cores. It also supports more flexible data replication where

each stream can use its own custom replication scheme.

When evaluated on a wide range of memory-intensive

workloads, NDPExt significantly outperforms the state-of-the-

art NUCA solutions [6], [7], [56], [71] by 1.41× on average,

and up to 2.43×. The reasons for such improvements are

mainly two-fold: the much lower metadata access overheads

enabled by our hardware stream cache design, and the better

data placement and replication enabled by our software config-

uration algorithm. Overall, NDPExt represents a novel design

that efficiently alleviates the memory capacity limitation of

3D-stacked NDP systems, and contributes towards large-scale

practical NDP adoption.

II. BACKGROUND AND RELATED WORK

A. Emerging Memory Architectures

We first introduce the two emerging techniques: Near-Data

Processing (NDP) and Compute Express Link (CXL).

Near-Data Processing (NDP). NDP moves processing

logic closer to data locations to enjoy the high bandwidth

and low latency of data access and to reduce the data move-

ment overheads. Currently, NDP systems targeting the main

memory can be broadly categorized into those that retain

the original DIMM form factor, and those that rely on 3D-

stacked memories (e.g., HBM and HMC [35], [54]). DIMM-

based NDP systems add computing logic on the separate

rank-level buffer chips [11], [18], [41], [46], [55] or near

the internal DRAM banks [23], [26], [38]. Because there are

only links between the memory controller and each DIMM,

the interconnect bandwidth among the NDP logic remains

limited if not applying hardware modifications [70], [81],

which restricts their use in complex applications. In contrast,

3D-stacked NDP systems put computing logic on the bottom

dies of 3D memory stacks, where the memory dies on the top

support fast data accesses [1], [8], [17], [20], [21], [43], [45],

[69], [79], [82]. High-bandwidth interconnects could also be

implemented on and between the logic dies with on-chip and

off-chip links, connecting them into a memory network [44],

[58], [60], [78] that supports flexible communication.

However, compared to DIMMs, 3D-stacked memory de-

vices currently suffer from limited capacity due to fundamental

technology difficulties. First, the number of memory stacks

is constrained by the interposer area, with rapidly increasing

cost for more stacks and more complex routing [39]. Second,

the capacity of each stack is constrained by the die-stacking

difficulty and their thermal conductivity. For example, each 3D

stack such as HMC and HBM currently is limited to only a

few gigabytes [35], [54]. Even when connected using multiple

stacks, the total memory capacity is far below that of a typical

modern server, which could have up to several terabytes.

Compute Express Link (CXL). The CXL standard [16] has

enabled efficient and convenient interaction with the peripheral

memories on the I/O buses. It encompasses several protocols

tailored for different use cases. CXL.io provides a basic proto-

col for device configuration on top of PCIe. CXL.cache allows

accelerators to cache data from the host memory and ensures

coherence. CXL.mem maps the device memory addresses into

the host address space for direct load/store accesses.

In this work, we primarily concentrate on the CXL.mem

feature for memory pooling [24], [25], [49], [51], such as

memory expanders as large as 512 GB per module [59]. To

configure a CXL memory pool, at the boot time, the host-

side driver recognizes and initializes the CXL-enabled devices.

This includes mapping the control interface and the actual

CXL memory into the host address space. Once mapped, any

load/store to this space is handled by the CXL controller,

which in turn accesses the corresponding CXL memory.

CXL.mem enables efficient memory accesses with no polling

or syscall software overheads. Compared with conventional

DIMMs and networking-based memory pooling, CXL is more

scalable. First, memory bandwidth can substantially improve

with more PCIe lanes, e.g., with the most recent CXL 3.0

+ PCIe 6.0, the bandwidth ranges from 7.6 GB/s (x1) to

121 GB/s (x16). Second, memory capacity can also grow

using additional CXL switches to reach terabyte-scale pooling.

Third, CXL.mem promises fewer pins without the need for

multiple individual DDR controllers. For instance, an 8-lane

CXL port can offer bandwidth comparable to a DDR5-4800

channel, using 5× fewer pins [12], [25], [49], [66].

B. Non-Uniform Cache Architecture (NUCA)

In classical chip multi-processors, the growing chip area and

the increasing core count both lead to the increasingly larger

last-level cache (LLC) capacity realized through multiple indi-

vidual banks spread across the chip. The access latencies from

a specific core to these different banks become non-uniform,

motivating prior research to optimize such a non-uniform

cache architecture (NUCA) [42]. Unlike traditional centralized

caches, NUCA requires complex placement, migration, and

replication strategies. NUCA designs can be categorized into

static (S-NUCA) and dynamic (D-NUCA), based on how

flexibly a cacheline could be migrated across banks. D-NUCA

can be further classified as shared-cache-based [6], [13], [28],

[56], [71] and private-cache-based [5], [9], [47], [61]. Shared-

cache-based designs view all the banks as a shared cache and

remap cachelines to different locations, while private-cache-

based designs use cache coherence protocols to look up and

migrate cachelines among the banks. Several state-of-the-art

shared-cache-based D-NUCA designs have considered fine-

grained and access-pattern-aware data placement. Jigsaw [6]

partitioned the cache across multiple threads according to way-

based sampling results. Whirlpool [56] distinguished different

data structures during partitioning. Nexus [71] further sup-

ported replication for read-only data.

C. Stream Basics

Streams are a coarse-grained abstraction that expresses the

memory address range and the expected access pattern within

the range [57]. In this paper, we mainly focus on two types of
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Fig. 1. Proposed architecture of NDP with extended memory. The NDP stacks
use dedicated extended memory connected using CXL, which can be directly
accessed without involving the host processor.

streams: affine and indirect. An affine stream has statically

determined access addresses following an affine function,

e.g., addr = a× i+b, resembling the common sequential and

strided access patterns. On the other hand, the addresses in an

indirect stream are dynamically determined by the input data,

e.g., addr = s[i] where s is another affine or indirect stream.

Distinguishing between affine and indirect streams provides

hints about the access patterns for different data in the work-

load, enabling us to use different management mechanisms

tailored for each address range. Prior work also used stream

programming hints to facilitate prefetching [74], instruction

offloading [75], [76], and automated parallelization [73].

III. NDP WITH EXTENDED MEMORY

In this work, we focus on 3D-stacked NDP systems and

address their main limitation of memory capacity, as discussed

in Section II-A. Following the seminal idea of memory hi-

erarchy in conventional computer architecture research, the

fast but small NDP memory devices could be extended with

more traditional memory modules that have larger capacity

but possibly slower access speed. We call this architecture

NDP with extended memory. While adding extended memory

could now support large-scale applications, it does incur higher

latency and energy to access, and may offset the benefits

of NDP if not well designed. Therefore, careful architectural

optimizations must be done to ensure we could achieve the

best of both worlds, i.e., the fast access speed of NDP, and the

large memory capacity of extended memory. We first discuss

the choices of the overall architecture in Section III-A, and its

specific design challenges in Section III-B. We propose novel

optimizations to address the challenges in the next sections.

A. Overall Architecture

NDP. Our NDP modules align with prior 3D-stacked NDP

designs [1], [8], [17], [20], [21], [43], [45], [69], [79], [82].

As shown in Fig. 1, several NDP stacks are interconnected

with inter-stack links. Each stack consists of 16 NDP units

arranged in an internal 4×4 mesh, with each NDP unit

including the computing logic on the bottom die and the

corresponding memory region above. The NDP unit is the

basic hardware granularity in our architecture. We use general-

purpose, energy-efficient cores as the NDP logic, but other

types such as reconfigurable logic and ASIC can also fit in

our architecture. Besides the computing logic, each unit has a

memory controller to access the corresponding local memory,

and a router to access remote memory regions through the

inter-stack and intra-stack networks. We connect the NDP

modules with the host processor through PCIe interfaces [1],

similar to accelerators and GPUs. Coarse-grained program

kernels could be offloaded to the NDP modules.

Connecting NDP to extended memory. We further connect

CXL-based extended memory modules to the above NDP

stacks, through a central CXL controller as shown in Fig. 1.

The requests from NDP are parsed by the CXL endpoint in

the extended memory, which then issues DDR commands to

the corresponding memory channels. In this design, the NDP

system and the extended memory module can be manufactured

fully independently by different vendors to save the integration

cost, as long as both expose the standard CXL interface

to the other. The host processor also does not need any

modification. We note that while we specifically use CXL,

other technologies, such as adding traditional DIMM-based

memory, or reusing the host memory by relaying accesses

through the host processor, are also possible. Nevertheless, it

is believed that CXL has much better scalability in bandwidth,

capacity, and pin count than traditional DDR (Section II-A),

and will gradually replace DDR in the future [12]. Because

our system does not have any backward-compatibility issues

as CPUs and GPUs, CXL is a particularly suitable choice.

Cache vs. part-of-memory. As we now have both the fast

and small NDP memory and the slow and large extended

memory, another decision to make is whether to manage the

NDP as a cache of the extended memory space, or expose

both as parts of the physical memory visible to the OS. This

is a well-studied debate in previous heterogeneous memory

research [37], [50], [53], [62], [67], [72]. In this work, we

assume a cache-based approach, where data are initially loaded

into the extended memory, and fetched on demand to the NDP

stacks at runtime. This choice is preferred for its simplicity and

transparency to the application software. In addition, the NDP

stack capacity is relatively small compared to the extended

memory, so treating the former as part of the memory does

not significantly increase the overall capacity. Furthermore, we

manage the combination of the NDP memory across all stacks

as a global, distributed cache. Compared to making each NDP

unit use its own private cache space, this would enable better

data sharing and reuse, especially for applications with fine-

grained irregular access patterns like graph computing.

B. Design Challenges

To our best knowledge, NDPExt is the first work to use

the entire NDP memory as a cache, and to extend the system

capacity using CXL-based memory. The key design goal in

NDPExt is to efficiently manage the cache, which is composed

of the 3D-stacked DRAM distributed across the many NDP

units. We can quickly see the similarity between this architec-
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Fig. 2. (a) Comparison of the access latency breakdown in NDP and NUCA
systems. (b) Challenges of a distributed DRAM cache in NDP systems.

ture and the conventional NUCA systems, which motivates us

to design optimized data access and placement mechanisms.

Nevertheless, despite the same distributed cache organi-

zation with non-uniform access characteristics, NDP also

exhibits unique challenges. To illustrate these differences, we

simulate the PageRank workload on both systems using a

simple static cacheline-interleaving policy. Both systems use

64 (processor or NDP) cores. The NUCA system mimics

Jigsaw [6], with a 512 kB LLC bank per core, and a 9-

cycle access latency plus a 3-cycle routing latency. The NDP

system uses HMC-style memory, following Table II. Fig. 2(a)

shows their average access latency breakdown. We observe

two unique bottlenecks in NDP illustrated in Fig. 2(b).

(1) Interconnect overheads. In conventional static NUCA

systems, all data elements are randomly cached across all

units, resulting in high hop counts to gather all data to

one core. By using the same random placement policy, the

NDP system incurs a much higher latency portion on the

interconnect (intra-stack and inter-stack) compared to the

NUCA system, 32% vs. 13%. This overhead greatly affects the

overall performance. NDP has higher interconnect latencies

than NUCA because there are usually more NDP cores than

NUCA cores and thus more interconnect hops, and we need

to go off-chip more often due to the many 3D memory stacks.

Actually, thanks to the much larger capacity, the NDP system

achieves a significantly higher cache hit rate than the NUCA

one (70% vs. 47%), which contributes to the much smaller

portion of the next-level memory. However, most of these

hits still exhibit long latencies, as they may be served from a

remote NDP stack of multiple hops away.

(2) Metadata overheads. In the NDP system, the dis-

tributed DRAM cache is too large to have its metadata

(i.e., tags) stored fully on-chip on the logic die, an issue

similar to prior hardware-based DRAM caches [37], [50], [62],

[67], [69], [72]. For instance, for a 256 MB DRAM cache,

the metadata would need 16 MB space assuming each 64 B

cacheline needs a 4-byte entry. Such a size cannot be entirely

placed on-chip. As a result, there is significant extra access

traffic (one metadata lookup per cacheline access, illustrated

in Fig. 2(b)) consumed on accessing the cache metadata stored

in the DRAM of local/remote NDP stacks. We observe that

10% of cycles are spent on remote tag accesses.

Consequently, design optimizations for the NDP cache

should incorporate additional considerations beyond the ex-

isting NUCA schemes. Specifically, previous designs such

as Jigsaw [6], CDCS [7], and Whirlpool [56] proposed to

monitor the data use patterns of each core, and iteratively

adjust the data placement to move data to the “center-of-mass”

locations to reduce access distances. For Fig. 2(b), by placing

the common data B in the middle of the T0 and T1 units,

the interconnect hops can decrease from 4.5 to 1.5. If the

cache capacity is insufficient, some data are gradually evicted

to nearby places. These approaches have two issues. First, they

treat the cache space at the center of the interconnect more

valuable than the corner ones, because the preferred center-

of-mass data locations are more likely to fall into the center

NDP units. Second, if not all data can be put in the desired

locations, some are placed at suboptimal positions, incurring

extra hops. Both issues may not be severe in conventional

NUCA because the interconnect impact is only a few cycles,

but with NDP, data placement should be carefully handled.

One way to alleviate the long interconnect distance issue

is to apply data replication, i.e., cache multiple data copies at

different places so each core can get a nearby replica. Data

replication is particularly suitable for our NDP scenario, where

we could trade the abundant DRAM cache capacity for lower

access distances. For example, in Fig. 2(b) if we replicate data

B at both T0 and T1, we can eliminate remote accesses to it

on the interconnect. Prior NUCA systems like R-NUCA [28]

and Nexus [71] used a global replication degree that was

applied uniformly to all the read-only data and instructions.

This rather rigid scheme may not result in the best cache

utilization, but the fine-grained cacheline-level management

prohibits more complex designs. As mentioned above, the

metadata lookup cost is already quite high in the NDP cache,

not yet considering the needs of flexible data replication.

C. Our Approaches

NDPExt addresses the above issues using two co-designed

techniques. On the hardware side (Section IV), NDPExt uses a

stream cache organization on the NDP memory, with a coarse-

grained stream abstraction instead of tracking fine-grained

cachelines. The coarse granularity alleviates metadata cost and

also supports more flexible data placement and replication at

the stream level. On the software side (Section V), NDPExt

uses a runtime on the host processor to periodically derive

optimized cache configuration schemes that allocate the NDP

cache space to the streams, based on efficient sampling tech-

niques to profile the miss behaviors, and a novel algorithm

to co-optimize capacity sizing, spatial placement, and data

replication. Better allocation near data consumers and data

replication both reduce the interconnect overheads and thus

decrease the hit latency. However, replicating data may reduce

the cache hit rate as well. Our algorithm carefully balances this

hit rate vs. hit latency tradeoff.

IV. STREAM CACHE DESIGN

NDPExt adopts software-defined streams as a coarse-

grained abstraction for caching, in order to support flexible
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data placement and replication, without excessive metadata

overheads. Compared to conventional NUCA, tracking streams

rather than individual cachelines reduces metadata storage

and lookup cost. Furthermore, we can now use customized

replication schemes for each stream rather than being limited

to a single global policy as in R-NUCA [28] and Nexus [71].

A. Using Streams for NDP Caching

NDP is mainly used for memory-intensive applications,

where there are large amounts of data to be accessed. These

data are typically organized into certain dense or sparse struc-

tures and accessed through well-defined patterns. Streams, in-

cluding the affine and indirect types, are thus a suitable coarse-

grained abstraction to model such NDP data. For example,

in parallelized graph traversal, the vertices are partitioned to

multiple threads, and the edge list is sequentially accessed to

obtain the outgoing edges for each vertex. Both the vertex list

and the edge list are affine streams. In contrast, the order of

the visited boolean array depends on the edge list, making

it an indirect stream. As another example, our quantitative

investigation finds that over 99% data accesses in PageRank

in Fig. 2(a) can be captured by streams, with 55% as affine and

44% as indirect. These accesses are to various data structures

like the vertex list, the edge list, and the rank score array. Many

other NDP workloads also exhibit ample stream accesses [75].

Previous work has demonstrated that the stream model can

effectively capture the access behaviors of various applica-

tions, and can be used to facilitate instruction prefetching [74],

instruction offloading [75], [76], and automated paralleliza-

tion [73]. We are the first to adopt the stream model to simplify

DRAM cache organization and lookup. We adopt a similar

model to prior work [74]–[76]. Streams are configured using

the following API, which is made after each data allocation

and before actual accesses to the data structure.

configure stream(type, base, size, elemSize,
[stride, length, order])

All streams should provide the first four arguments to config-

ure the stream type (affine or indirect), the starting address,

the total size, and the size of each element. Multi-dimensional

affine streams can optionally supply the last three arguments,

if the access order is different from the storage order, e.g.,

column-major accesses to a row-major matrix. We use similar

strategies as in previous work [76] to support reordered affine

iterators for at most 3 dimensions. The order is given in the 3-

bit order argument. The hardware would cache the elements

following their access order. Element reordering significantly

improves data spatial locality, resulting in higher hit rates and

reduced unnecessary DRAM row activations.

Table I explains the arguments in detail. These configu-

rations are stored with a unique stream ID called sid, and

will be sent to the hardware for stream management, as

discussed below. Similar to previous work [73]–[76], currently

we only support manually inserting stream configuration hints,

and defer automatic compiler-based methods to future work.

Note that the rest hardware components, such as the upper-

TABLE I
STREAM METADATA.

Field Bits Description

Common

sid 9 Stream ID
base 48 Base physical address
size 48 Total stream size
elemSize 4 Element size
readOnly 1 Read-only or not

Affine only
stride 48×3 Access stride along dim X/Y/Z
length 48×2 Stream length along dim Y/Z
order 3 Access dimension order

level SRAM caches, still work with the conventional physical-

address-based cachelines, and are not affected.

B. Overall Caching Scheme

Similar to shared-cache-based D-NUCA, NDPExt maintains

a remapping scheme to determine where a stream could be

cached. Each stream could be remapped to multiple cache

locations if it is read-only, supporting data replication to reduce

the interconnect overheads when accessed. As we maintain

the remapping metadata in the unit of coarse-grained streams

rather than individual fine-grained cachelines, the metadata

storage and lookup cost is well confined. Furthermore, the

low-cost metadata scheme also enables us to use more complex

replication policies, i.e., each stream is allowed to have its own

replication scheme. This is the key difference from previous

NUCA designs like Nexus [71].

We now describe the overall caching scheme in detail.

Recall that the whole system is composed of multiple NDP

units, each of which contains some local DRAM space that

is used as part of the distributed DRAM cache capacity. Each

stream is allocated a specific amount of cache space (in units

of DRAM rows) from each NDP unit in the system. To further

support data replication, the allocated cache space in these

NDP units can be partitioned into multiple replication groups,

and each group can independently cache a copy. For example,

in Fig. 3(a), a specific stream A has cache space in all the

four NDP units, organized into two replication groups of (0, 1)

and (2, 3). The memory accesses missed from the local SRAM

caches (�) will first look up the local metadata structures (SLB

and ATA, described later in Section IV-C), and then are either

served by the local memory controller (�a, �a) or routed to

a remote NDP unit within its replication group (�b, �b). If

the data are not cached, we fetch from the extended memory.

As illustrated in Fig. 3(b), we use a structure called remap
shares (RShares) to record the allocation of DRAM cache

space to streams. RShares is a vector whose length is equal

to the number of NDP units. Each item represents how many

DRAM rows in the corresponding NDP unit are allocated to

this stream as cache space. The exact locations are kept in

another remap row base vector RRowBase. We use another

structure called RGroups of the same length as RShares, to

represent the replication group ID that each NDP unit belongs

to. For example, with RShares = (8,6,4,2) and RGroups =
(0,0,1,1), the first two units use 8 and 6 DRAM rows to
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Fig. 3. (a) Overall caching scheme. SRAM caches and memory controllers are omitted. (b) Stream remap table for centralized remapping information. (c)
Stream lookahead buffer (SLB) of unit 0. (d) Affine tag array (ATA) of unit 1. The valid and dirty bits are omitted. (e) Data layouts in DRAM caches for
affine and indirect streams.

cache the stream as replication group 0, while the next two

units contribute 4 and 2 DRAM rows to form replication group

1. Within each replication group, we use hash functions to

determine the exact location for each element of the stream [6].

The above information fully determines the stream-based,

distributed DRAM caching scheme in NDPExt. Such a scheme

is configured by the runtime software (Section V) and enforced

by the hardware (Section IV-C). To support dynamic changes

in program behaviors, the scheme is also periodically recon-

figured by the runtime. The runtime maintains a centralized

stream remap table as Fig. 3(b) to keep the information,

stored in the host processor memory together with the stream

configurations (Table I). Currently, NDPExt supports up to 512

streams (9-bit sid) and 64 NDP units. Each item in RShares,

RRowBase, and RGroups is 16 bits (at most 64k DRAM rows

allocated in each NDP unit), 18 bits (256k DRAM rows in

total per NDP unit), and 6 bits (maximum 64 groups). In total

the stream remap table is 512×64×40bits = 160kB.

Replication only for read-only streams. NDPExt only al-

lows replication of read-only streams. For read-write streams,

NDPExt allows only a single global replication group, so

there is only a single copy of the stream data in the cache,

ensuring coherence. To detect read-only streams, NDPExt

keeps a readOnly bit for each stream, initialized to 1. In the

event of a write operation to a read-only stream, an exception

is sent to the host processor, which updates the stream remap

table states [6], [7], [56], [71]. As the host processor has the

information of all remap shares for all remap groups, it then

sends invalidates to the relevant NDP units. No writebacks

are needed because the data are still clean thus far, and

this exception only happens at most once per stream. So the

overhead is minor. Only stream status changes involve the host

processor, while subsequent writes are handled by the NDP

units. Such exceptions are rare and incur minor overheads in

typical applications [28]. Alternatively, we can augment the

stream API to let programmers mark read-only streams.

C. Hardware Structures

Besides the stream remap table as the global metadata, we

further design a hardware structure called stream lookahead

buffer (SLB) to locally cache the metadata in each NDP unit

for faster probing, similar to TLB vs. page table. Fig. 3(c)

shows the structure of SLB. Each SLB has 32 entries, one

entry for one stream. Each entry is simplified and thus

consumes less space compared to the full stream remap table

entry. Specifically, we avoid storing RGroups by zeroing out all

RShares items except for those in the same replication group,

because only the cache space within the same group could be

used by this NDP core. We also store only one remap row base

item in RRowBase that corresponds to this NDP unit. Overall,

each SLB only uses 4.6 kB of SRAM space, comparable to

previous NDP hardware metadata cost [69].

Given a miss request, the physical address is searched in

the local SLB using a modified content-addressable memory

(CAM) structure, to identify the stream it falls in, by com-

paring with the base and size fields of each entry. It further

calculates the corresponding element ID using the elemSize.

In Fig. 3(c), 0x5CA1AB00 is within stream 0x1 and corresponds

to an element ID of 44. To conduct range matching, we use a

ternary CAM (TCAM) design [2]. We search for the common

prefix of base and base+size, while the rest lower bits are

set to “don’t care”. Then we check each of the hit ranges with

digital comparators to identify the actual hit.

If the address misses in the SLB, we ask the host processor

to check the complete stream remap table and refill the SLB

entry. This method, akin to virtual memory translation, has

been previously employed in NUCA systems [6], [7], [56],

[71]. If the address is not identified as a stream element,

we bypass the DRAM cache and directly access the ex-

tended memory. This case is rare (less than 0.1% in our

experiments), because most of such data, e.g., local variables,

are covered within the local SRAM caches. For simplicity,

NDPExt currently supports associating one address with at

most one stream. We ignore the rare cases where the same data

participate in different access patterns in some applications.

Otherwise, coherence is not guaranteed as these streams are

separately cached and synonyms appear. On the other hand,

dynamic-sized streams can be supported with oversubscrip-

tion, e.g., over-allocating space, and updating stream configu-
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rations and invalidating cached data for each memory realloca-

tion. Untouched data are not cached, so oversubscription does

not hurt performance. The rare stream configuration updates

are done by the host processor.

With the obtained element ID in the stream, we further

determine which NDP unit within this replication group should

cache this element, using the RShares information in the SLB

entry. For example in Fig. 3(c), the replication group has 8 and

6 DRAM rows in NDP units 0 and 1 as cache space. After

hashing the element ID 44, we can determine this element is

at NDP unit 1, with a certain DRAM row offset within its total

6 rows. Then the request is sent to the destination NDP unit

through the interconnect. At the destination unit, we look up

the SLB again to obtain the remap row base for this stream,

and add the row offset to it to get the final DRAM row address.

With the DRAM row address, the last step is to determine

the DRAM column address of the target element. NDPExt

adopts different schemes for the two stream types.

Affine streams. Affine streams use a simple SRAM-based

tag array (called the affine tag array, ATA, in Fig. 3(d)) to look

up the exact DRAM column address of an element. We use a

cache block size of 1 kB for affine streams, i.e., a 4-byte tag for

each 1 kB data. A set-associative structure suffices for the ATA

since affine streams are mostly regular. The block size should

be large enough to amortize the tag overheads, but not exceed

the available spatial locality. However, even with large 1 kB

blocks, the required SRAM tag size is still too large to cover

the entire 256 MB local DRAM. Fortunately, affine streams

mostly exhibit scan-like patterns with mainly spatial locality,

and do not need large cache space. Thus we restrict the total

cache space per NDP unit for all affine streams to be within

16 MB, reducing the SRAM tags to a reasonable 64 kB on-

chip storage. If there are too many streams or some streams

are too long, they would miss in the DRAM cache and are

accessed (mostly in a streaming manner) from the extended

memory. Section VII-C assesses the performance impact.

Indirect streams. Data elements in indirect streams are

cached individually without forming a larger block, consid-

ering that indirect streams exhibit little spatial locality, and

sequentially prefetching additional data is useless. Because

the caching granularity is a single element, much smaller than

the block size in affine streams, indirect streams cannot use

SRAM-based tag storage. To support flexible element sizes,

NDPExt stores the tag with the data element, a strategy used in

some DRAM cache designs [62]. The DRAM column address

is also obtained through a hash function on the element ID.

Then, a single DRAM access is performed to get both the

tag and the data. Essentially, this is a direct-mapped cache

where the location of an element is completely determined by

hashing. Nevertheless, prior DRAM cache literature showed

that high associativities only brought marginal hit rate bene-

fits but introduced overheads for tags and replacement [62].

Some DRAM caches used small associativities with way

prediction [15], [36]. We regard this as a potential alternative

design. For simplicity we adopt the direct-mapped approach,

but evaluate higher associativities in Section VII-C.

V. CACHE CONFIGURATION POLICIES

As mentioned before, the software runtime on the host

processor periodically (e.g., every 50 million cycles [6], called

an epoch) generates the cache configuration, i.e., the stream

remap table including RShares, RRowBase, and RGroups. Such

a configuration essentially determines how to partition and

allocate the DRAM cache space of all NDP units to the

streams to achieve the highest overall efficiency. This section

describes the configuration policies. First, we use hardware

samplers to obtain the miss curve statistics of the data streams

to guide our cache configuration (Section V-A), and develop

an algorithm to assign the limited samplers to cover the many

data streams in the workload (Section V-B). With the miss

curve of each stream, we propose an effective approach to

derive the optimized cache configuration (Section V-C), in

which each stream can use its own best replication scheme,

and the sizing and placement are co-optimized in one loop to

avoid the inefficiencies in previous NUCA designs [6], [7],

[56]. Finally, we discuss an optimization leveraging consistent

hashing, to reduce data movements and cache misses during

cache reconfiguration (Section V-D).

A. Set-Based Miss Curve Samplers

State-of-the-art NUCA partitioning policies [6], [7], [56]

heavily rely on the miss curves (the miss rates at different

cache capacities) of the workload to assign cache space to

the data that can benefit the most from the extra space.

Conventional LLCs usually have high associativities and thus

can easily adopt way partitioning. However, as in Section IV,

NDPExt uses DRAM caches with low associativities or even as

direct-mapped, hence it can only be partitioned along sets. This

poses challenges for miss curve profiling, as set partitioning

does not have the stack property (if an access hits at a capacity

C, it must also hit at capacities larger than C). As a result,

previous utility monitor designs [63], where a single size-C
monitor can capture the miss curve at all capacities from 1 to

C, cannot be used anymore.

Nevertheless, because NDPExt uses hash functions to de-

termine the set, we can assume all sets see relatively uniform

accesses. We can thus sample a small number (i.e., k = 32) of

sets to infer the overall miss behaviors of all sets. Specifically,

for a stream that uses a total of K sets across multiple NDP

units, if we sample k sets in one unit, we can scale the miss

statistics by K/k for the total misses of this stream [6], [63].

Accordingly, we design our set-based hardware miss curve

sampler as follows. Each sampler is used to derive the miss

curve for one stream, by simultaneously capturing c = 64 dif-

ferent capacity cases, ranging from 32 kB to 256 MB (the full

DRAM space per NDP unit). We geometrically partition [7]

this range with a per-step multiplicative factor of 1.16 =
63
√

256MB/32kB. The complete curve can be interpolated as

in [6]. Each capacity case needs k = 32 sets. We use simple

static interleaving [63] to select the k sample sets among the

total capacity in each case, and count the hits/misses to these

sample sets. Without storing data, each set occupies 4 bytes for

the address. In total, a sampler requires 32×64×4B = 8kB
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Fig. 4. (a) Modeling sampler assignment as a max-flow problem. The bold
edges indicate the streams are selected by those units. (b) Host processor
execution time to assign different numbers of streams.

storage. We put four samplers per unit, which are 32 kB, easily

implemented with on-chip SRAM. Our sampler configuration

is similar to prior work [6], [71] and could result in sufficient

accuracy, which we further evaluate in Section VII-C.

B. Assigning Samplers to Streams

As described in Section V-A, each NDP unit has four miss

curve samplers that each can monitor one stream. A constraint

is that each sampler can only monitor a stream that is accessed

by the local NDP unit. But each stream may be accessed by

multiple units, so any sampler in these units can be used.

Therefore, we need to collaboratively assign the samplers in

different NDP units to the data streams in the workload, aiming

to cover as many streams as possible.

First of all, we add a 512-length bitvector in each NDP unit,

indicating which streams are accessed in this unit during this

epoch. At the end of each epoch, the bitvectors of all units

are sent to the host processor, as the input to determine the

sampler assignment for the next epoch.

We then formalize the sampler assignment problem as a

max-flow problem, which can be solved by the runtime soft-

ware on the host processor, e.g., with the efficient Edmonds-

Karp algorithm [19]. Specifically, as in Fig. 4(a), we construct

a directed bipartite graph with NDP units and streams as the

nodes. A unit-weight edge is added between an NDP unit and

a stream if this unit has accessed this stream. We then connect

the “super source” node to each unit, with an edge of weight

S = 4, which is the number of samplers per unit, and thus

the number of streams to be sampled on this unit. The “super

sink” node is connected to all streams, with a unit-weight edge

from each stream node. The max-flow algorithm identifies the

maximum flow from the super source node to the super sink

node while respecting to the capacity (weight) of each edge.

The result would indicate that each stream node receives a

unit flow from one of the unit nodes, and each unit node

at most sends out S units of flow. This corresponds to the

sampler assignment constraints. For example as shown by the

bold edges in Fig. 4(a), if unit 0 samples stream 0, unit 1

samples streams 1 and 2, and unit 2 samples stream 3, all the

edge capacity restrictions are satisfied while the total flow is

maximized, because each stream node can flow to the super

sink node, indicating every stream is sampled. This algorithm

runs fast on the host processor, in less than half a millisecond

to assign 512 streams as in Fig. 4(b).

When there are too many streams, it is possible that a

fully covered solution cannot be obtained, meaning that some

streams are not captured by any sampler. In these rare cases,

we first sample a subset of the streams and buffer their results

in the host processor, and in the next epoch sample the rest

of the streams, until covering all streams. However, in our

evaluated workloads we never encounter such a case.

C. Configuration Algorithm

With the miss curve information of all the streams sent to

the host processor at the end of an epoch, the runtime will start

its reconfiguration process to find the best scheme to allocate

the DRAM cache space to the streams. Traditionally in NUCA,

the sizing problem (i.e., how much capacity to allocate to each

stream) and the placement problem (i.e., from which banks to

obtain the allocated capacity) are solved separately [6], [7],

[56]. Specifically, to determine sizing, the lookahead algorithm

and its variants [6], [63] first identify the steepest slope at the

current positions on all the miss curves, which implies the

maximum utility margin. Then it allocates extra cache space

to this data stream. However, in NDP systems, we know that

the interconnect is a key bottleneck (Section III-B), calling for

much more careful placement decisions. Furthermore, existing

NUCA solutions have only limited support for data replication,

requiring all data to apply the same replication degree.

To overcome these issues, we propose our configuration

algorithm, with two key advantages. First, it determines the

size of each stream cache and the corresponding placement

across NDP units simultaneously in an iterative manner, so

the interconnect overheads are thoroughly considered in the

process. Second, it enables more flexible data replication,

where each stream can use different replication schemes, cor-

responding to the replication groups (RGroups) in Section IV.

Algorithm 1 illustrates the algorithm details. The allocCap
array stores the cache capacity allocated on each NDP unit

to each stream. It is initialized to all zeros. At each iteration,

the algorithm first finds the next steepest slope among the

miss curves, and allocates cache space to this stream (Line 4),

similar to the conventional lookahead algorithm [6], [63]. The

space is allocated to all the units that have accessed this

stream (i.e., accUnits[sid], identified by the bitvector in

Section V-B), assuming that each unit forms its own replication

group at the beginning (Lines 6 to 8). When the available

NDP memory is sufficient, this approach ensures maximum

data replication and minimizes access distances.

As the allocation goes on, at some point we may fail

to allocate the desired space on a unit. In this case, we

consider either extending the current replication group to use

space from nearby units, or merging two existing groups to

reallocate space for the current unit. Note that these changes

to the replication groups are for a specific stream, so different

streams could evolve into different replication schemes. In a

nutshell, each stream is initially replicated locally in each unit

with the maximum replication degree. Later when local space

is used up, we gradually use nearby unit space or reduce the

replication degree to free up more space.
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Algorithm 1: Cache configuration.

input: number of streams S, number of NDP units N, stream miss
curves missCurves[S], lists of units that have accessed each
stream accUnits[S][].

output: allocated capacity on each unit to each stream
allocCap[N][S].

1 allocCap ← all 0;
2 do
3 found ← False;
4 sid, segSize ← NextSteepestSlopeSeg(missCurves);
5 for uid in accUnits[sid] do
6 if HasAvailSpace(segSize) then
7 allocCap[uid][sid]+ = segSize;
8 continue;

9 extendUnit ← NearestAvailableUnit(uid) ;
10 if extendUnit then
11 extendGroup ← (curRepGroup, extendUnit);
12 extendUtil ← CalcUtil(extendGroup) ;
13 found ← True;

14 groupA ← FindMergeGroup(uid) ;
15 groupB ← NearestGroup(groupA) ;
16 if groupA and groupB then
17 mergeGroup ← (groupA, groupB) ;
18 mergeUtil ← CalcUtil(mergeGroup) ;
19 found ← True;

20 if found then
21 allocCap ← AdjustAlloc(allocCap, extendUtil,

extendGroup, mergeUtil, mergeGroup);

22 while found;

To extend the current group (Lines 9 to 13), we start by

searching for nearby units with sufficient space to accommo-

date the allocation. We use CalcUtil to select the grouping

case with the highest utility. We apply an attenuation factor to

the nearby unit to reflect the extra remote access cost when

calculating the gained utility of this allocation. The attenuation

factor is defined as the DRAM access latency divided by

the sum of the DRAM latency and the interconnect latency,

so farther units have smaller factors, decreasing their utility

values. The utility of the extended group is the sum of the

utilities of the units in it, weighted by their allocated space.

For example, an existing replication group may contain 60 and

40 elements in units A and B, respectively. Its utility is thus

60+ 40× kAB = 96 for A and 40+ 60× kBA = 94 for B, in

total 190. We assume all attenuation factors k are 0.9 here.

To extend the next 20-element space to a nearby unit C, we

calculate the utility of A as 60+ 40× kAB + 20× kAC = 114.

Similarly the utility of B is 112. The utility of the extended

group is thus 226. Note that unit C does not access this stream

so its utility contribution is 0.

To merge existing groups (Lines 14 to 19), we first find

the group that contains the current unit, and has the lowest

group utility (groupA). The low utility ensures that squeezing

its space does not significantly affect performance. Then we

try to merge this group with the nearest group of the same

stream (groupB), to form a larger group. After merging, the

algorithm frees up some elements of the stream in the current

unit, and replaces them with those same ones in the units of the

other merged group, which are remote. It then recalculates the

group utility, where the attenuation factor is applied because

some elements are now cached remotely.

Following the previous example, instead of extending to

unit C, we merge the replication group (A, B) with another

qualified replication group containing unit D with the same

100 elements. After merging, only one copy of the 100

elements are distributed to the three units in the new group,

e.g., 30, 30, 40 for A, B, D, respectively. Hence the total

utility for this stream decreases from 290 (190 for group A

and B, plus 100 for D) to 280 (93 + 93 + 94 for A, B, D), but

some space has been freed up. Note that the stream selected

to be merged may not necessarily be the same as the stream

currently under allocation. As long as a replication group could

free up some space from merging, the allocation can continue.

Finally, the algorithm compares the gained utilities of group

extending and group merging, and selects the better one

(Line 21). By employing this iterative algorithm, NDPExt is

able to simultaneously allocate and place cache space for each

stream, with similar cost as in [6].

Similar to prior conventional NUCA placement schemes [7],

our configuration process cannot always guarantee the global

optimal placement. But it still works well in practice. For

example, while sampling is based on previous epochs, using

history to predict future is a widely used technique in computer

architecture [33], [63]. Similarly, while our placement strate-

gies are greedy, previous work has empirically demonstrated

lookahead algorithms [63] work well. We leave complicated

policies for future work. Furthermore, our configuration al-

gorithm is able to result in proper degrees of replication

for read-only streams to balance between high cache hit

rates (less replication) and low remote access latencies (more

replication). We find that for applications with most read-

only streams, a modest amount of cache space is used by

replicated data, e.g., up to 33% and 27% for mv and gnn,

respectively. For backprop that contains two phases, the read-

intensive layerforward kernel uses 91% cache space for

replication, while no replication occurs in the adjustweights
kernel which needs to write data.

D. Reducing Data Movements in Reconfiguration

After each periodical reconfiguration, the cache configura-

tion is sent to the NDP stacks and applied. Prior work [6],

[7] employed bulk invalidation to invalidate all cached data if

the space was reassigned. Because the reconfiguration epoch

is sufficiently long, e.g., 50 million cycles, even though the

bulk invalidation is slow and takes up to 300k cycles [6], it

does not significantly impact the overall performance.

Nevertheless, to reduce data movements and cache misses,

we discuss an optimization in NDPExt that adopts consistent

hashing [40] to keep as many cached data unchanged as pos-

sible. For each stream, we consider each possible DRAM row

location (RRowBase) in each NDP unit as an individual spot

in the circular space of consistent hashing, in total 65536×64

spots. During reconfiguration, NDPExt remaps the stream data

to the nearest spot leveraging consistent hashing, therefore

saving data movements. In our experiments, consistent hashing
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TABLE II
SYSTEM CONFIGURATIONS.

NDP system
4×2 inter-stack mesh, 16 NDP cores per stack;
128 NDP cores in total

NDP core 2 GHz, in-order
L1I 2-way, 32 kB per core, 64 B cachelines, LRU
L1D 4-way, 64 kB per core, 64 B cachelines, LRU

NDP HBM
16 GB HBM 3.0, 1600 MHz, 256 MB/unit;
RCD-CAS-RP: 24-24-24;
RD/WR: 1.7 pJ/bit, ACT/PRE: 0.6 nJ

NDP HMC
16 GB HMC 2.1, 1250 MHz, 256 MB/unit;
RCD-CAS-RP: 14-14-14;

Extended memory
DDR5-4800, 4 channels × 2 ranks × 16 banks;
RCD-CAS-RP: 40-40-40;
RD/WR: 3.2 pJ/bit, ACT/PRE: 3.3 nJ

Intra-stack network 128-bit link, 1.5 ns/hop [65], [69]; 0.4 pJ/bit
Inter-stack network 32 GB/s per dir., 10 ns/hop [20], [22], [69]; 4 pJ/bit

CXL link 16-lane; 200 ns link latency; 11.4 pJ/bit

reduces the invalidation traffic by 9.4% on average, and brings

a 3.7% speedup compared to bulk invalidation.

VI. METHODOLOGY

System models. We use zsim [64] to conduct simulations

of a 128-core NDP system, summarized in Table II. We extend

zsim to support multi-stack mesh interconnection. Our NDP

logic consists of simple in-order cores of 2 GHz. To show

generality, we model two types of NDP memory, following

HBM3 and HMC2, respectively, with 16 GB total capacity.

For HBM, each stack is connected via a 2.5D interposer to

a logic die, on which there are 16 cores accessing this HBM

through a crossbar [22], [69]. For HMC, 16 cores are put at

the logic die at the base of each stack, and each core directly

accesses its corresponding vault [1], [22]. Effectively, with

HBM, each full stack is a NUCA node, while HMC enables

more fine-grained NUCA nodes of individual vaults. We show

overall performance comparison with both memory types, but

do performance analysis primarily using HBM since the two

show similar trends. The extended memory is modeled as

four DDR5-4800 channels. The memory timing and energy

parameters are from datasheets and follow prior work [20],

[21], [29], [34], [35], [48], [54]. The intra-stack NoC and

inter-stack link models are obtained from [65]. We use a direct-

attached multi-headed CXL Type-3 device, with a default link

latency of 200 ns [68] (excluding DRAM access). We evaluate

other CXL latency cases in Fig. 8(b).

Total SRAM cost. The timing and energy of the SRAM

structures in NDPExt are modeled using CACTI 7 [3]. The

added SRAM per NDP unit includes the following compo-

nents: 1) The 32-entry SLB, consuming 4544 bytes. 2) The

affine tag array with 16k entries, resulting in 64 kB. 3) The

hardware miss curve samplers, using another 32 kB. 4) The

bitvector that records which streams are accessed, which is

512 bits. Overall, the SRAM usage is well aligned with prior

NDP designs [69] and remains acceptable.

Workloads. We use a diverse set of NDP-friendly appli-

cations, including tensor computation, graph computing, and

other parallel workloads. Tensor workloads include DLRM-

style recommendation system inference (recsys), matrix-

vector multiplication (mv), graph convolution neural network

(gnn) using the Reddit dataset [77] implemented with sparse-

dense matrix multiplications. These workloads are imple-

mented using SIMD instructions. We also port workloads from

Rodinia [10], including backprop, hotspot, lavaMD, lud, and

pathfinder. We exclude workloads with small memory foot-

prints. Graph workloads are from GAP [4], including breadth-

first search (bfs), pagerank (pr), connected components (cc),

betweenness centrality (bc), and triangle counting (tc). We

simulate their 2nd to 5th iterations. Multiple processes of the

workload are executed until the total footprint exceeds the

NDP memory. The number of streams ranges from 4 to 256

in different workloads. We only need to modify a few lines

of code in each workload (with an average of 4.3 lines) to

annotate these streams, with minor extra programming efforts.

Baseline designs. We compare NDPExt with Jigsaw [6],

Whirlpool [56], and Nexus [71], where these conventional

NUCA designs are adapted to our DRAM cache. These

baselines need to issue a metadata access before the actual

data access, and we use a 128 kB metadata cache per NDP

unit for fair comparison. To further improve the baseline

performance, we optimistically assume an idealized dual-

granularity metadata cache design similar to Bi-Modal DRAM

Cache [27], where metadata are stored per 512 B block but data

migration is fine-grained at 64 B to avoid overfetch. Whirlpool

partitions the cache for different statically classified data. We

annotate streams as in NDPExt and manually classify these

streams. Nexus replicates memory pages following regular-

shaped groups using a global replication degree. In addition,

we further compare with a non-NDP host processor with

64 cores and DDR5 main memory. It uses the Jigsaw-style

NUCA design for its 32 MB LLC. Besides the above baselines,

we also evaluate a version of NDPExt without the runtime

reconfiguration (NDPExt-static), but the cache space is equally

allocated to every stream.

VII. EVALUATION

We first compare the overall performance and energy

between NDPExt and the baselines. Then we analyze the

performance gains under different configurations, and present

detailed sensitivity studies of various design parameters.

A. Overall Comparison

Fig. 5(a) and (b) present the performance comparisons for

the HBM-style and HMC-style NDP systems, respectively. In

both cases, NDP systems exhibit considerable performance

advantages over non-NDP host execution, with gains ranging

from 4.3× to 7.3×. Among the NDP-based ones, NDPExt

consistently achieves the best performance, outperforming the

second-best one, Nexus, by 1.41× with HBM and 1.48× with

HMC on average. The recsys workload shows notable bene-

fits, with up to 2.43× and 2.17× improvements under HBM
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and HMC. Although the HBM-style system has fewer NUCA

nodes than the HMC-style one, they exhibit similar speedups.

This is because the performance is mainly bound by the inter-

stack links that have much lower bandwidth and higher latency

than the intra-stack NoC. Finally, NDPExt surpasses NDPExt-

static by 1.2× on average, and shows substantial speedups up

to 1.7× on irregular workloads like pr, which would require

more dynamic cache configuration decisions.

The performance gains of NDPExt can be attributed to two

reasons: metadata access elimination and better stream-level

placement. For metadata, although the 128 kB dual-granularity

metadata cache in the baselines achieves over 95% hit rates for

high-locality workloads, with large-scale graph workloads the

hit rates drastically decrease to 47%. Since each metadata miss

requires at least a local memory access on the critical path, the

performance suffers. In contrast, NDPExt uses coarse-grained

stream-level metadata that are much smaller and can stay local,

alleviating the metadata access overheads.

For data placement, Fig. 7 further presents both the aver-

age interconnect latencies and the miss rates in Nexus and

NDPExt, for a selection of representative workloads. The

interconnect latency reflects the interconnect overheads, while

the miss rate quantifies the number of requests serviced by the

extended memory. NDPExt significantly reduces the intercon-

nection overheads with better data placement and proper data

replication. For example, in hotspot, Nexus suffers from a

long average interconnect latency of 113 ns, while NDPExt

uses several small replication groups each containing 1 or

2 units, besides a large group of 10 units. The interconnect

latency is thus reduced to 38 ns. For the miss rate, using the

stream abstraction effectively enables prefetching that exploits

spatial locality, e.g., hotspot and pathfinder. Although for

some workloads like mv the miss rate may slightly increase

due to replication, overall NDPExt exhibits better performance

than the baseline. The results indicate NDPExt can properly

size streams and form good replication groups for each stream.

Fig. 6 exhibits the energy consumption breakdown for all

workloads. On average, NDPExt saves a significant portion

of 40.3% energy consumption compared to Nexus. The static

energy follows the execution time. Since NDPExt eliminates

additional tag accessing, and the miss rate to the higher-energy

extended memory decreases (Fig. 7), the DRAM energy is

reduced by 8.3%. Thanks to better placement schemes, the

interconnect energy is reduced from 6.6% to 3.2%. This energy

reduction confirms the previous reduction in access latency.

B. Performance Analysis

From now on, we focus on the HBM-style system, and only

present the average performance results due to space limit.

NDP core count scalability. In Fig. 8(a), we first change

the stack counts and keep the same total core count (first

three bars). With more distant cores across more stacks, the

interconnection cost reduction in NDPExt is more critical,

leading to higher speedups of up to 1.65× for 16 stacks. We

next scale down NDP cores from 128 cores to 32 cores by

using fewer stacks (4th and 5th bars). NDPExt still achieves
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9% higher performance for a small 4-stack system. We then

test a large 16-stack, 256-core system. More cores stress the

interconnect with more accesses, and thus NDPExt achieves a

higher speedup to 1.75×. Finally, we show the speedup of only

one NDP unit. The NDP system falls back to a conventional

DRAM cache. In this case, cache configuration in Section V

is no longer needed, and we eliminate its cost in the results,

similar to the static mode in Fig. 5. NDPExt still offers a

speedup of 1.16× from the more efficient stream abstraction.

CXL link latency impact. In Fig. 8(b), we evaluate dif-

ferent CXL link latencies. We use a more practical 200 ns

CXL link latency, but also consider optimistic 50 to 70 ns

projections in earlier reports [49], [51], [66], [80]. Higher

link latencies make misses to the extended memory more

expensive. In this case, the placement scheme in NDPExt has

higher benefits compared to the center-of-mass method used in

the baselines. Since NDPExt effectively reduces such misses

as in Fig. 7, it obtains higher speedups with slower CXL links,

from 1.33× to 1.50×.

Reconfiguration overheads. The overheads consist of two

parts. First, the host processor assigns samplers to streams

(Section V-B), whose cost is evaluated in Fig. 4(b). Second,

data migration will happen during reconfiguration. We find that

data migration requests only account for 1.3% of all access

requests, thanks to the optimization in Section V-D.

C. Design Choice Studies

In this subsection we study how to choose the proper values

for various design parameters in NDPExt.

Stream cache associativity and block size. Recall that ND-

PExt directly hashes elements in indirect streams, so the asso-

ciativity is fixed to 1 way. In this idealized experiment, we only

use higher associativities to show the potential performance

loss of using such a direct-mapped cache. Fig. 9(a) shows

that the direct-mapped cache is acceptable. Even a 64-way

organization only brings minor gains. This aligns well with

prior DRAM cache work [62]. Graph computing workloads

are those that can benefit the most from higher associativities,

with about 10% to 20% speedups at 64 ways. Fig. 9(b) further

shows the impact of using different block sizes for affine

streams in our stream cache. Using blocks larger than 1 kB

brings slightly better performance, especially for applications

with good spatial locality. We leave reconfigurable block sizes

for different applications as future work.

Affine space restriction. To fit affine metadata on-chip,

NDPExt restricts the total allocated space for affine streams

(Section IV-C). Fig. 9(c) shows the results of different affine

space restrictions. We find that for most applications this

16 MB restriction has a negligible impact on performance. We

also evaluate an ideal case without any restrictions. It shows

about 2% average speedup, mostly on mv and gnn that have

the most affine streams.

Sampling resources. Fig. 9(d) evaluates different numbers

of sampling sets k. Using different k values does not have

a noticeable impact on the overall performance, because the

behavior of the cache can be approximated using only a few

sampling sets [63], [71].

Reconfiguration method and interval. Fig. 9(e) evaluates

different reconfiguration methods. “S(tatic)” equally allocates

the cache space for each stream on each unit, without dy-

namic reconfiguration. “P(artial)” reconfigures only during

the first 200M cycles, and assumes the workload behaviors

are stabilized afterwards. “F(ull)” is adopted in NDPExt,

periodically reconfiguring as the workloads execute. We find

that partial reconfiguration cannot unleash all performance

potentials, especially for applications with many streams like

mv, and applications with dynamic tasks like pr, respectively

14.7% and 20.7% slower than NDPExt. Fig. 9(f) investigates

the reconfiguration interval. We find that using 50M cycles is

sufficient. Using a 100M cycle interval exhibits a considerable

26% performance drop due to application dynamism.

VIII. CONCLUSIONS

In this paper, we make a case for a new architecture

paradigm, called near-data processing (NDP) with extended

memory, in order to address the capacity limitation of existing

NDP systems. We further propose novel hardware-software co-

designed optimizations to address the performance bottlenecks

in this architecture. A stream cache design is used to alleviate

the metadata cost of the distributed DRAM cache in this

system. An effective configuration algorithm can derive the

optimized schemes about allocating cache space to different

data. Our design significantly improves performance on large-

scale memory-intensive workloads.
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