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#### Abstract

Autonomous driving planning is a challenging problem when the environment is complicated. It is difficult for the planner to find a good trajectory that navigates autonomous cars safely with crowded surrounding vehicles. To solve this complicated problem, a fast algorithm that generates a highquality, safe trajectory is necessary. Constrained Iterative Linear Quadratic Regulator (CILQR) is appropriate for this problem, and it successfully generates the required trajectory in realtime. However, CILQR has some deficiencies. Firstly, CILQR uses logarithmic barrier functions for hard constraints, which will cause numerical problems when the initial trajectory is infeasible. Secondly, the convergence speed is slowed with a bad initial trajectory, which might violate the real-time requirements. To address these problems, we propose the extended CILQR by
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adding two new features. The first one is using relaxed logarithmic barrier functions instead of the standard logarithmic barrier function to prevent numerical issues. The other one is adding an efficient initial trajectory creator to generate a good initial trajectory. Moreover, this initial trajectory helps CILQR to converge to a desired local optimum. These new features extend CILQR's usage to more practical autonomous driving applications. Simulation results show that our algorithm is effective in challenging driving environments.

## 1 INTRODUCTION

Autonomous Vehicles (AVs) have a great potential to improve our society and life. Since the 2007 DARPA Urban Challenge, autonomous driving has gained lots of attention from both academia and industry. However, there are still many unsolved problems in the field of autonomous driving. One of the challenging problems is path planning, which requires generating a real-time safe, smooth and efficient trajectory to navigate the au-
tonomous vehicle in highly complicated environments. To address this challenging task, a considerable amount of works have been reported.

Optimization-based approach is one of the effective ways to solve this problem. It has gained much more attention since Mercedes-Benz showed its effectiveness. They formulate autonomous driving motion planning to a nonlinear optimization problem and solve it with Sequential Quadratic Programming (SQP) [9] and successfully ran the autonomous vehicle for 100 km without human intervention. Though the algorithm can deal with many challenging situations, its calculation time needs to be further reduced for emergency situations.

Researchers have proposed alternative optimization-based motion planners. Constrained Iterative Linear Quadratic Regulator (CILQR) [1,2] is a newly proposed approach to this problem. It is based on Iterative Linear Quadratic Regulator (ILQR), which is an efficient algorithm to solve nonlinear optimal control problems. However, ILQR cannot handle both state and input constraints. Due to various state and input constraints in robot planning problems, it is not easy to apply ILQR to practical robotics problems. CILQR iteratively uses a shaped barrier function to embed the constraints into the objective function and solve the resulting unconstrained planning problem using ILQR. This approach shows faster convergence than SQP. However, there are some problems to CILQR to real-world autonomous driving, including numerical stability and convergence rate. The former problem comes from the barrier function, which will fail when the initial trajectory is infeasible. The latter comes from the quality of the initial trajectory since the convergence rate is slowed with a bad initial trajectory.

In this paper, we propose the extended CILQR algorithm that improves numerical stability and convergence rate. First, we design a new barrier function that relaxes the standard logarithm barrier function to solve the numerical stability problem. Then, we develop a new efficient initial trajectory creator that generates better initial trajectories faster. Finally, we test our proposed algorithm on simulated driving environments and verify that extended CILQR can handle some complicated driving situations when the original CILQR fails to solve. Furthermore, the computational time of the proposed method is fast enough to be used in a practical application.

The main contribution of this paper can be summarized as follows.

## Relaxed logarithmic barrier function:

We propose a relaxed logarithmic function that solves the numerical stability problem when initial trajectory is infeasible.

## Fast initial trajectory creator:

We develop a new fast initial trajectory creator that generates high quality trajectory.
Simulation in a practical environment We simulate our new algorithm in challenging situations where the original CILQR fails. Furthermore, we confirm that our new algorithm has fast computation speed.

The paper is organized as follows. In Section 2, we introduce some related works that has been developed. Section 3
explains the basic idea of ILQR, Differential Dynamic Programming (DDP) and CILQR. Section 4 introduces the relaxed logarithmic function and Section 5 gives details of the initial trajectory creator. Finally, Section 6 shows the result of the simulation and Section 7 concludes this paper and discusses the future work.

## 2 Related Works

Learning-based motion planning methods, such as imitation learning [3] and inverse reinforcement learning [4], are capable of learning the driving preference of human drivers, but lack the theoretical guarantee for safety and feasibility. On the other hand, conventional planning approaches without learning, such as search-based [5], sampling-based method and the optimization-based methods are able to theoretically guarantee the generated trajectories to be collision-free and feasible. The latter two approaches will be introduced in this section.

Sampling-based method has been developed for many years. It can be divided into two categories, random sampling-based and deterministic sampling-based. Random sampling-based method samples the destination points randomly in a configuration space. Typical methods in random sampling includes Rapidly-exploring Random Tree (RRT) [11] and its variant RRT* [35]. Random-based approach is very efficient when the problem state space has high dimensions, but the sampling resolution has a significant effect on computation time and trajectory quality. Deterministic sampling-based method samples the primitives in a deterministic way [28, 29], or adaptively [6]. Though deterministic sampling method is very efficient, it often results in sub-optimal trajectories.

Optimization-based method uses numerical optimization to obtain the optimal trajectory. As mentioned in Section 1, Mercedes-Benz formulates the autonomous driving planning problem into a non-convex optimization problem and then use SQP to solve it. Qian et al incorporates integer constraints into the planning problem to address logical constraints [30]. However, these approaches still require substantial computation time. To make the planning algorithm more efficient, Liu et al propose the convex feasible set (CFS) algorithm [31] to solve a specific non-convex optimization problem efficiently. Furthermore, they apply this algorithm to various planning problems for autonomous driving [32-34]. However, CFS requires inverse dynamics to get the optimal trajectory, thus the resulting trajectory is possibly infeasible. Another approach is to use the indirect shooting method that explicitly enforces system dynamics. This method is related to optimal control theory. LQR, ILQR and DDP [21] [22] [24] are typical methods in this field. However, these approaches have significant difficulty to incorporate the state and control constraints which are essential for robot control. To address this problem, some papers [1,2,24] incorporate constraints into ILQR/DDP. [24] incorporates input constraints, but they did not consider the state constraint. CILQR [1] [2] has incorporated the input and state constrains but they still have some problems. The biggest issue is that they need a feasible initial trajectory to solve the problem. [1] and [2] assume that the controller already has a feasible initial trajectory. However, this assumption does not necessarily hold. Moreover, it is not easy
to generate a feasible trajectory in real time. To the best of our knowledge, there are no prior works to include initial trajectory feeder to constrained ILQR or DDP.

## 3 Review of CILQR

### 3.1 Naive ILQR and DDP

First, we give a short review of ILQR and DDP. Let $x \in R^{n}$ be the state vector and $u \in R^{m}$ be the input vector. The path planning problem can be formulated in the following form.

$$
\begin{align*}
& \qquad x^{*}, u^{*}=\arg \min _{x, u}\left\{\phi\left(x_{N}\right)+\sum_{n=1}^{N-1} L^{k}\left(x_{k}, u_{k}\right)\right\}  \tag{1a}\\
& \text { s.t. } x_{k+1}=f^{k}\left(x_{k}, u_{k}\right), \quad k=0,1,2,,,,, N-1  \tag{1b}\\
& x_{0}=x_{\text {start }}  \tag{1c}\\
& g(x, u)<0 \tag{1d}
\end{align*}
$$

Note that (1a) is a cost function where $\phi\left(x_{N}\right)$ is the final stage cost and $L^{k}\left(x_{k}, u_{k}\right)$ is the stage cost at time step k. In addition, (1b) is the system dynamics equation and (1c) is the initial condition for state. Also $g(x, u)$ descries state constraint and input constraint.

ILQR/DDP uses dynamic programming to solve the unconstrained optimal control problem with non-linear cost function and system dynamics. The unconstrained optimal control problem takes the following form:

$$
\begin{gather*}
\qquad x^{*}, u^{*}=\arg \min _{x, u}\left\{\phi\left(x_{N}\right)+\sum_{n=1}^{N-1} L^{k}\left(x_{k}, u_{k}\right)\right\}  \tag{2a}\\
\text { s.t. } x_{k+1}=f^{k}\left(x_{k}, u_{k}\right), \quad k=0,1,2,,,,, N-1  \tag{2b}\\
x_{0}=x_{\text {start }} \tag{2c}
\end{gather*}
$$

ILQR/DDP is based on dynamic programming, specifically, the following Bellman equation.

$$
\begin{equation*}
V^{k}\left(x_{k}\right)=\min _{u_{k}}\left[L^{k}\left(x_{k}, u_{k}\right)+V^{k+1}\left(f^{k}\left(x_{k}, u_{k}\right)\right)\right] \tag{3}
\end{equation*}
$$

where $V^{k}\left(x_{k}\right)$ is the cost-to-go at $x_{k}$. ILQR/DDP iterates with the following three steps until convergence:
(Step 1) Nominal Trajectory Definition: If at the first iteration, we need to define an initial control sequence $\bar{u}$ and propagate the system with equation (2b) and get a nominal trajectory $(\bar{x}, \bar{u})$. For later iterations, the nominal trajectory is calculated by the forward pass (step 3).
(Step 2) Backward Pass: In the second step, we have the final step cost-to-go $V^{N}\left(x_{N}\right)=\phi\left(x_{N}\right)$. Then from time step $N-1$ we start to calculate the following backward pass:

$$
\begin{array}{r}
P^{k}\left(\delta x_{k}, \delta u_{k}\right)=L^{k}\left(\overline{x_{k}}+\delta x_{k}, \overline{u_{k}}+\delta u_{k}\right)-L^{k}\left(\overline{x_{k}}, \overline{u_{k}}\right)+  \tag{4}\\
\left.\quad V^{k+1}\left(f^{k}\left(\overline{x_{k}}+\delta x_{k}, \overline{u_{k}}+\delta u_{k}\right)\right)\right)-V^{k+1}\left(f^{k}\left(\overline{x_{k}}, \overline{u_{k}}\right)\right)
\end{array}
$$

Approximating $P^{k}\left(\delta x_{k}, \delta u_{k}\right)$ by its second order Taylor expansion, we get:

$$
P^{k}\left(\delta x_{k}, \delta u_{k}\right)=\frac{1}{2}\left[\begin{array}{c}
1  \tag{5}\\
\delta x_{k} \\
\delta u_{k}
\end{array}\right]^{T}\left[\begin{array}{ccc}
0 & \left(P_{x}^{k}\right)^{T} & \left(P_{u}^{k}\right)^{T} \\
P_{x}^{k} & P_{x x}^{k} & P_{x u}^{k} \\
P_{u}^{k} & P_{u x}^{k} & P_{u u}^{k}
\end{array}\right]\left[\begin{array}{c}
1 \\
\delta x_{k} \\
\delta u_{k}
\end{array}\right]
$$

where

$$
\begin{gather*}
P_{x}^{k}=L_{x}^{k}+\left(f_{x}^{k}\right)^{T} V_{x}^{k+1}  \tag{6a}\\
P_{u}^{k}=L_{u}^{k}+\left(f_{u}^{k}\right)^{T} V_{x}^{k+1}  \tag{6b}\\
p_{x x}^{k}=L_{x x}^{k}+\left(f_{x}^{k}\right)^{T} V_{x x}^{k+1} f_{x}^{k}+V_{x}^{k+1} \bullet f_{x x}^{k}  \tag{6c}\\
p_{u u}^{k}=L_{u u}^{k}+\left(f_{u}^{k}\right)^{T} V_{x x}^{k+1} f_{u}^{k}+V_{x}^{k+1} \bullet f_{u u}^{k}  \tag{6d}\\
p_{u x}^{k}=L_{u x}^{k}+\left(f_{u}^{k}\right)^{T} V_{x x}^{k+1} f_{x}^{k}+V_{x}^{k+1} \bullet f_{u x}^{k} \tag{6e}
\end{gather*}
$$

The third terms in (6c), (6d) and (6e) are the product of a vector with a tensor, which are ignored in ILQR. Then we can get the optimal control strategy by minimizing (5)

$$
\begin{equation*}
\delta u_{k}^{*}=\arg \min _{\delta u_{k}} P^{k}\left(x_{k}, u_{k}\right)=-\left(p_{u u}^{k}\right)^{-1}\left(P_{u}^{k}+P_{u x}^{k} \delta x_{k}\right) \tag{7}
\end{equation*}
$$

The derivative of value function $V_{x}^{k}$ and Hessian of value function $V_{x x}^{k}$ are updated in the following formulation:

$$
\begin{align*}
V_{x}^{k} & =P_{x}^{k}-P_{u}^{k}\left(P_{u u}^{k}\right)^{-1} P_{u x}^{k}  \tag{8a}\\
V_{x x}^{k} & =P_{x x}^{k}-P_{x u}^{k}\left(P_{u u}^{k}\right)^{-1} P_{u x}^{k} \tag{8b}
\end{align*}
$$

This computation is repeated till reaching first time step $k=$ 0.
(Step 3) Forward Pass: After getting the control strategy at each time step k , we compute the new trajectory from time step $k=0$ to $k=N-1$.

$$
\begin{gather*}
x_{0}=x_{\text {start }}  \tag{9a}\\
u_{k}=\overline{u_{k}}+\delta u_{k}^{*}  \tag{9b}\\
x_{k+1}=f^{k}\left(x_{k}, u_{k}\right) \tag{9c}
\end{gather*}
$$

### 3.2 Constrained ILQR

Iterative LQR is an effective way to handle the optimal control problem with non-linear dynamics. However, it cannot handle state and control constraints. To cope with this problem, we use Constrained ILQR [1] [2]. CILQR transforms constraints into a certain form of penalties and add it to the cost function. [1] and [2] proposed two types of penalty functions. The first one is logarithmic barrier function and the second one is exponential barrier function. [1] further pointed out that logarithmic barrier function is better than exponential one because logarithmic barrier function can make hard constraint with fewer parameters. It also helps provide a theoretical proof the convergence. Therefore, we use logarithmic barrier function to penalize the constraints. It is expressed as:

$$
\begin{equation*}
b(g(x, u))=-\frac{1}{t} \log (-g(x, u)) \tag{10}
\end{equation*}
$$

where t is a parameter and $g(x, u)$ is a constraint function. By using the barrier function described above, the objective function will be

$$
\begin{equation*}
J=\phi\left(x_{N}\right)+\sum_{n=1}^{N-1} L^{k}\left(x_{k}, u_{k}\right)+b(g(x, u)) \tag{11}
\end{equation*}
$$

The detail of the algorithm and its properties can be found in [1] [2].

## 4 Relaxed Logarithmic Function

In this section we focus on the relaxed barrier function. The original logarithmic barrier function has a serious issue when calculating the trajectory, that is the numerical stability. This is because $\log (x)$ is undefined when $x \leq 0$. Especially, we will encounter this issue when the nominal trajectory collides with the obstacles. Fig. 1 depicts this situation. Red rectangles are obstacles and blue dot line is the initial nominal trajectory.


Figure 1. Failed pattern when calculating nominal trajectory

There are two options to solve this problem. The first one is to provide a strictly feasible initial trajectory, which means the trajectory is dynamically feasible and has no collision with surrounding objects. The other option is to modify the logarithmic
barrier function. The first one seems effective, but it is not easy to generate a trajectory in real time that meets the requirements. Therefore, instead of providing a strictly feasible initial trajectory, we modify the standard barrier function to a relaxed barrier function, which is inspired by [37]. The relaxed barrier function is defined as below:

$$
\beta_{\delta}(z)= \begin{cases}-\log (z) & (z>\delta)  \tag{12}\\ \frac{k-1}{k}\left[\left(\frac{z-k \delta}{(k-1) \delta}\right)^{k}-1\right]-\log \delta & (z \leq \delta)\end{cases}
$$

where $\delta$ is a parameter in the range $0<\delta \leq 1 . k>1$ is also a parameter and is an even integer. The authors in [37] suggest to use $k=2$ and this makes the function continuously differentiable at $z=\delta$. A visualization of the function is described in Fig. 2.


Figure 2. Relaxed Barrier Function

In Fig. 2, we set $\delta=0.5$. Orange line describes the graph for $z \leq \delta$ and green line for $z>\delta$. The blue line represents original function in $0<z \leq \delta$.

This function prevents the numerical stability problem because the new logarithmic function is well defined when when $x<0$. This means the problem can be solved even when the nominal trajectory is infeasible or collides with the obstacles. It also benefits our initial trajectory creator, which is discussed in the next section.

## 5 Initial Trajectory Creator

In this section, we give the details of a fast initial trajectory creator for CILQR. As mentioned previously, CILQR itself has unstable convergence rate which is significantly influenced by the quality of the initial trajectory. To avoid this problem, we decide to add a new algorithm that provides a good initial trajectory for CILQR. However, we need to meet specific requirements when generating the initial trajectory. First, the initial trajectory should be in the vicinity of the global optimum trajectory. Second, its computation time should be acceptable to use. Although
there are many approaches to generate a trajectory in real time, most of them do not meet both requirements. For example, the widely used polynomial curve method will generate dynamically infeasible trajectories.

To satisfy the above requirements, we create a new initial trajectory generator based on [14]. However we cannot directly use the approach in [14] because the calculation time is high. The approach in [14] first samples destination points and draws a straight line to be a reference line. After that it smooths the trajectories using DDP and selects the best trajectory defined by cost functions. The approach can generate collision-free high quality trajectories, but smoothing all trajectories by DDP will cause unacceptable calculation time. To address this problem, we modify the method in [14] by utilizing the characteristics of the relaxed barrier function. The newly proposed algorithm has four elements as depicted in Fig. 3. We now introduce each component step by step.


Figure 3. The structure of Initial Trajectory Creator

### 5.1 Sampling

The first step is to sample points around a destination point. Destination point is decided by a global reference trajectory. An example of the sampling process is shown in Fig.4. The blue dashed line denotes the reference trajectory and the blue point and red points denote the sampled destination points.

### 5.2 Creating temporal reference paths

After sampling the destination points, we generate temporal reference paths by linear interpolation. In Fig.5, the temporal reference paths are represented by the straight green lines.

### 5.3 Selection

In this step, we select an optimal temporal reference path among the paths generated in the previous step. The optimality is defined by minimizing a defined cost function. We use three types of cost as described in [16] [38], which are deviation cost $J_{d}$, static safe cost $J_{s}$ and consistency cost $J_{c}$. They can be expressed in the following form.

$$
\begin{gather*}
J_{d}=\sum_{i=1}^{N}\left(x_{i}-x_{i, r e f}\right)  \tag{13a}\\
J_{s}=\sum_{k=1}^{N_{s}} r[k] g[i-k]  \tag{13b}\\
J_{c}=\sum_{i=1}^{N}\left(x_{i}-x_{i, p r e v}\right)  \tag{13c}\\
J=w_{d} J_{d}+w_{s} J_{s}+w_{c} J_{c} \tag{13d}
\end{gather*}
$$

where $x_{i}, x_{i, r e f}$ and $x_{i, p r e v}$ represents the $i$ th point on the generated temporal reference path, global reference path and previous temporal reference path. Global reference path can be center line of the road or generated by the upper layer planer. $w_{d}, w_{s}$ and $w_{c}$ are the weights for each cost, which are hyper parameters. $N_{s}$ is the number of the generated temporal reference paths, and $N$ is the horizon. $r[k]$ and $g[i-k]$ are defined as follows:

$$
\begin{gather*}
r[k]= \begin{cases}1.0 & \text { (if } k \text { th path is passing the obstacle }) \\
0.0 & \text { (otherwise) }\end{cases}  \tag{14}\\
g[i]=\frac{1}{\sqrt{2 \pi} \sigma} \exp \left(-\frac{i^{2}}{2 \sigma^{2}}\right) \tag{15}
\end{gather*}
$$

$\sigma$ represents the influence scope of the adjacent trajectory's value. After calculating the cost of each path, we select a path which has the minimum cost. Fig. 6 illustrates the process. In the figure, the black rectangle represents an obstacle and red lines represent the paths collided with the obstacle. The yellow line represents the path that has minimal cost.

### 5.4 Smoothing

In this step we smooth the path. The path selected in the previous step is not dynamically feasible and the quality of the path does not satisfy our requirements. In [14], all straight paths are smoothed, which takes a lot of time. Furthermore, [14] uses DDP which means they need to calculate Hessian matrices, which costs further computation time. To prevent this issue we only smooth the selected path. This makes the calculation time much shorter than [14]. Therefore the smoothing problem can be de-
scribed as

$$
\begin{gather*}
x^{*}, u^{*}=\arg \min _{x, u}\left\{\phi\left(x_{N}\right)+\sum_{k=0}^{N-1} L^{k}\left(x_{k}, u_{k}, x_{r e f, k}\right)\right\}  \tag{16a}\\
\text { s.t. } x_{k+1}=f^{k}\left(x_{k}, u_{k}\right), k=0,1, \ldots, N-1  \tag{16b}\\
x_{0}=x_{\text {start }}  \tag{16c}\\
g(u)<0 \tag{16d}
\end{gather*}
$$

where $x_{r e f, k}$ is the point on the temporal reference straight path at time step $k$ and $g(u)$ is the input constraint. Moreover, $x_{\text {start }}$ indicates current vehicle's position. This problem can be efficiently solved by CILQR. The generated trajectory is dynamically feasible but might not be collision-free. Fig. 7 illustrates this process.

## 6 Case Studies

In this chapter, we test the proposed algorithm in various situations where naive CILQR fails. Furthermore, we confirm that our algorithm can be implemented in real time and is fast enough to be used in real vehicle driving scenarios. In our experiments, we use an open source platform called Autoware [39] [40], which is an open source autonomous driving platform based on Robot Operating System (ROS).

In our test scenario, we model the vehicle with a bicycle kinematics model, which is shown in Fig. 8. This vehicle model has four state variables. Position $x, y$, velocity $v$ and heading angle $\theta$. Furthermore, the vehicle has two control inputs, which are acceleration $\alpha$ and steering angle $\delta$. Note that we can get the relationship between steering angle $\delta$ and curvature $\kappa$ from the following equation

$$
\begin{equation*}
\kappa=\frac{\tan (\delta)}{L} \tag{17}
\end{equation*}
$$

where $L$ is the length of wheel base of the vehicle. We use this relationship to convert steering angle to curvature. Moreover, we assume the steering angle is maintained during a sampling time $T_{r}$ and the vehicle will rotate around the instant center $O$ with the radius of $r$. The distance the vehicle moves in one sampling time is

$$
\begin{equation*}
l=v T_{r}+\frac{1}{2} a T_{r}^{2} \tag{18}
\end{equation*}
$$

$$
\begin{align*}
v_{k+1} & =v_{k}+\alpha T_{r}  \tag{19a}\\
\theta_{k+1} & =\theta_{k}+\int_{0}^{l} \kappa d s=\theta_{k}+\kappa l  \tag{19b}\\
x_{k+1} & =x_{k}+\int_{0}^{l} \cos \left(\theta_{0}+\kappa s\right) d s \\
& =x_{k}+\frac{\sin \left(\theta_{0}+\kappa l\right)-\sin \theta_{0}}{\kappa}  \tag{19c}\\
y_{k+1} & =y_{k}+\int_{0}^{l} \sin \left(\theta_{0}+\kappa s\right) d s \\
& =y_{k}-\frac{\cos \left(\theta_{0}+\kappa l\right)-\cos \theta_{0}}{\kappa} \tag{19d}
\end{align*}
$$

To summarize this equation, we transform the equation to the vector form.

$$
\left[\begin{array}{l}
x_{k+1}  \tag{20}\\
y_{k+1} \\
v_{k+1} \\
\theta_{k+1}
\end{array}\right]=f\left(\left[\begin{array}{l}
x_{k} \\
y_{k} \\
v_{k} \\
\theta_{k}
\end{array}\right],\left[\begin{array}{l}
\alpha \\
\kappa
\end{array}\right]\right)
$$



Figure 8. Bicycle Kinematics Model

After formulating the vehicle model, we design our cost functions. We have two types of cost functions, for CILQR in initial trajectory creator and for CILQR used in planning/control section. The first cost function $J_{1}$ can be written in the following form:

$$
\begin{equation*}
J_{1}=\left(x_{k}-x_{k, r e f}\right)^{T} Q\left(x_{k}-x_{k, r e f}\right)+u_{k}^{T} R u_{k}-\log (-g(u)) \tag{21}
\end{equation*}
$$

where $x_{k}$ and $u_{k}$ represents vehicle state and control input. $x_{k, r e f}$ is the reference trajectory generated in step B in section 5. $g(u)$ is the input constraint function which will be desribed later. On the other hand, the cost function $J_{2}$, which is used for CILQR in planning/control section, is described in the following form,

$$
\begin{align*}
J_{2}= & \left(x_{k}-x_{k, r e f}\right)^{T} Q\left(x 1_{k}-x_{k, r e f}\right)+ \\
& \left(u_{k}-u_{k, r e f}\right)^{T} R\left(u_{k}-u_{k, r e f}\right)-\log (-g(x, u)) \tag{22}
\end{align*}
$$

where $x_{k, \text { ref }}$ is the reference trajectory that is defined by a global planner or waypoints collected from human driving experiences. $u_{k, \text { ref }}$ is the reference input generated by our initial trajectory creator. $g(x, u)$ is the state and input constraint function and can be split as $g(x, u)=g(x)+g(u)$.

The constraint function also has two kinds of forms. One is used in equation (21) that only constraints the control input and
the other one is used in equation (22) that constraints both input and state. Input constraints can be written in the following form:

$$
-\left[\begin{array}{l}
a_{k, l i m}  \tag{23}\\
\kappa_{k, l i m}
\end{array}\right] \leq u_{k} \leq\left[\begin{array}{l}
a_{k, l i m} \\
\kappa_{k, l i m}
\end{array}\right]
$$

where $a_{k, \text { lim }}$ and $\kappa_{k, \text { lim }}$ are acceleration and curvature constraint values at time step $k$. As a result, the input constraint function takes the following two forms:

$$
\begin{gather*}
g(u)=u_{k}-u_{k, l i m}  \tag{24a}\\
g(u)=-u_{k, l i m}-u_{k} \tag{24b}
\end{gather*}
$$

State constraints are for collision avoidance. Let $d_{\text {margin }}$ be the safety distance between ego vehicle and an obstacle. Then the constraint can be written as

$$
\begin{equation*}
g(x)=d_{\text {margin }}-d\left(x_{k}, O_{i}\right) \tag{25}
\end{equation*}
$$

where $d\left(x_{k}, O_{i}\right)$ is the Euclid distance between the ego vehicle position $x_{k}$ and $i$ th obstacle position $O_{i}$. The parameters details are given in Table 1.

| Table 1. Parameters used in our simulation |  |
| :---: | :---: |
| Parameter | value |
| $k_{\text {lim }}$ | 0.25 |
| $a_{\text {lim }}\left[\frac{m}{s^{2}}\right]$ | 1.0 |
| Sampling time $[s]$ | 0.2 |
| Preview horizon | 70 |
| Vehicle length $[m]$ | 4.5 |
| Vehicle width $[m]$ | 1.7 |

The code is written in C++ and ROS Melodic. We also use Autoware version 1.13 and run on a laptop with 4.5 GHz Intel Core i7-9750H

### 6.1 Initial Trajectories generated by the proposed algorithm

First of all, we show the result of initial trajectory generated by the proposed algorithm. Fig. 9 shows the result with an obstacle. The pink trajectory is the generated trajectory and other trajectories are reference straight paths. The red paths describe paths that will collide with the obstacle. Green trajectory
indicates global reference trajectory generated by a global planner. Moreover, we test the algorithm in a cluttered environment which is shown in Fig. 10. As this picture shows, the algorithm is effective even in a very complicated environment. We also find that the algorithm is fast enough to use in a real driving situation. Table. 2 shows the computation time of each environment. We measures 400 times and give the average time, max time, minimum time and the standard deviation. "Simple" indicates the environment with one obstacle, shown in Fig. 9 and "Cluttered" describes the environment with many obstacles, shown in Fig. 10.


Figure 9. Initial Trajectory with one obstacle


Figure 10. Initial Trajectory with many obstacles

### 6.2 CILQR with Initial Trajectory Creator

In this subsection, we give the result of the CILQR with Initial Trajectory Creator. Fig. 11 shows the trajectory generated by CILQR with Initial Trajectory Creator. In this situation, original CILQR will fail as its nominal trajectory will pass the obstacle which causes numerical stability problems. Fig. 12 gives the

| Table 2. Calculation time of Initial Trajectory Creator |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Time | mean <br> $[m s]$ | $\max$ <br> $[m s]$ | $\min$ <br> $[m s]$ | stddev <br> $[m s]$ |
| Simple | 5.54 | 14.0 | 2.08 | 2.32 |
| Cluttered | 5.66 | 17.8 | 2.11 | 2.72 |

resulting trajectory in a complicated environment. This result verifies that CILQR with the initial trajectory can generate feasible trajectory in a cluttered environment. Also, we measure the calculation time in Table 3. The table shows that the average computational time is less than $10[\mathrm{~ms}]$, which suggests that the algorithm can be used in a real driving situation. In addition to these results, Fig. 13 shows the trajectories generated by Initial Trajectory Creator and CILQR, which are represented by pink and blue lines respectively. Note that although the trajectory generated by Initial Trajectory Creator is close to that generated by CILQR, the latter one has better state constraint satisfaction, which is the key point of using CILQR. Finally, we compare the calculation time with the calculation time of SQP. The code is written in C++ and use NLOPT to solve the nonlinear problem. We show the result in Table 4. You can find that extended CILQR is much faster than SQP.


Figure 11. Initial Trajectory and CILQR with one obstacle


Figure 12. Initial Trajectory and CILQR with many obstacles


Figure 13. Initial Trajectory and CILQR Predicted Trajectory
Table 3. Calculation time of CILQR with Initial Trajectory Creator

| Time | mean <br> $[\mathrm{ms}]$ | $\max$ <br> $[\mathrm{ms}]$ | $\min$ <br> $[\mathrm{ms}]$ | stddev <br> $[\mathrm{ms}]$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Simple | 16.5 | 43.7 | 6.06 | 7.01 |
| Cluttered | 29.8 | 65.0 | 9.06 | 13.9 |

Table 4. Comparison of calculation time between CILQR and NMPC

| Algorithm | Horizon | Calculation Time $[m s]$ |
| :---: | :--- | :--- |
| CILQR | 70 | 29.8 |
| SQP | 30 | 213 |

## 7 Conclusion

In this paper, we modified the original CILQR and proposed a new algorithm. First, we designed a relaxed barrier function to solve the numerical problem. Second, we added an initial trajectory creator to provide high quality initial trajectories to help CILQR converge to a global trajectory faster. Simulations showed that our algorithm can solve some complicated problems well when the original CILQR algorithm cannot.

However, there are still some problems in the proposed approach. First, because of the relaxed barrier function, the resulted trajectory cannot be guaranteed to satisfy the hard constraint. Furthermore, we need to plan the vehicle's speed profile to deal with the dynamic obstacles. These problems will be addressed in the future works.
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