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Proximal Gradient Descent (ProxGD)

• The proximal operator can be viewed as a gradient step on certain 
“smoothed version” of h (Recall that h may be nonsmooth)

• Prox() is easy to compute for many regularizers
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Proximal SGD (ProxSGD)
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Convergence Criterion
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Oracle Complexity
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Convergence Results of ProxGD and ProxSGD
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Original Stochastic Variance Reduced Gradient (SVRG)

Original SVRG by Johnson and Zhang, for convex optimization

To reduce the variance of stochastic gradients 

Unbiased estimation of the 
gradient, but with much 

smaller variance
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ProxSVRG+ (for nonsmooth nonconvex setting)

Some modification from the ProxSVGG (Reddi et al. NIPS 16)
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Our Results
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Remarks of Our Results
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Remarks of Our Results

• Our technical contribution mainly lies in our analysis (no time to discuss)

• Our analysis is arguably much simpler than in [Reddi et al. NIPS 16] and [Lei et al. NIPS 17]

• Achieves the best convergence with moderate minibatch size

• In particular, we show the “stochastic controlled” trick is not really necessary in [Lei et al. NIPS 17]
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Adapt to Local Convexity
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Experimental results
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Experimental Results
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Concluding Remarks

Finding stationary points -> Finding local min

• Choice: Use Neon2 [Allen-Zhu et al. NIPS18]. Complicated and unnatural.

• Choice: Use perturbation [Jin et al. ICML17]. How to prove the same guarantee.

Very Recently, [Zhou et al. NIPS18] proposed SNVRG.

• Better SFO for smooth case (𝑛1/2 instead of 𝑛2/3)

• Extension to nonsmooth case?
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