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Review: score-based generative 
diffusion models



Review: reverse time SDE



DENOISING DIFFUSION PROBABILISTIC MODELS 
(DDPM)

Score matching loss:

which is a discretization of OU process:

The original DDPM paper uses the variational lower bound to derive the loss 
function (see later)



Probability flow ODE

prob flow ODE:



A Variational Perspective of 
Diffusion models

Variational Diffusion Models 
Denoising Diffusion Probabilistic Models



Quick intro to ELBO



Variational Diffusion models

Maximize likelihood of the data: use EBLO loss for data x

chain rule of KL

By specifying p and q, we can get a loss that mirror the score-matching loss.

Noise prediction model



VQ-GAN

Taming transformers for high-resolution image synthesis. 



VQ-GAN
• Taken together, convolutional and transformer architectures can model the 

compositional nature of our visual world
– CNN: to efficiently learn a codebook of context-rich visual parts
– Transformer: long-range interactions for the compositions of patches

Details in [1] Taming transformers for high-resolution image synthesis. 

Learnable codebook Z



VQ-GAN

Backpropagation through the non-differentiable quantization operation is 
achieved by a straight-through gradient estimator, which simply copies the 
gradients from the decoder to the encoder

patch-based adversarial GAN loss

Learnable codebook Z

Final objective of VQGAN

Sg: stop gradient

Z: Learnable discrete codebook



VQ-GAN

Generate images using VQGAN
• Using transformer to learning the sequence of 

codebooks (attention is all you need in latent space)
– Generate the sequence autoregressively

– Adding the condition

– Generation:



Stable Diffusion

High-Resolution Image Synthesis with Latent Diffusion Models





Stable diffusion
Idea: the reconstructions are confined to the image manifold (enforcing 
local realism), rather than on pixel-space (Diffusion in latent space)
Use an autoencoder in VQGAN (trained by combination of a perceptual 
loss and a patch-based adversarial objective)

Encoder E encodes image x into a latent representation z = E(x)
     The encoder downsamples the image by a factor f 
Decoder D reconstructs the image from the latent, giving x˜ = D(z) = D(E(x))



Stable diffusion

Loss of Diffusion model: 

Loss from variational lower bound on p(x), which mirrors denoising score-matching

Loss of Diffusion model in latent space: 
The neural backbone of the model               is realized as a time-conditional UNet



Stable diffusion

Conditioning Mechanisms: 
a conditional denoising autoencoder

inputs y: text, 
semantic maps or 
other image-to-
image translation 
tasks 

the cross-attention mechanism: 

Such a 
attention 

mechanism is 
complicated 

and may 
interfere the 

UNet 
generation 

See 
ControlNet



Some details about UNet

See: U-Net: Convolutional Networks for Biomedical Image Segmentation



Stable Diffusion: Text-to-Image



Stable Diffusion: Layout-to-Image



Stable Diffusion: super-resolution



Stable Diffusion: inpainting



ControlNet

ControlNet is a neural network architecture that can enhance 
pretrained image diffusion models with task-specific conditions.





ControlNet
 Z:“zero convolution”, i.e., 1×1 convolution layer with both 
weight and bias initialized with zeros.



ControlNet in Stable Diffusion

The texts are 
encoded by 
OpenAI CLIP

diffusion time 
steps are 
encoded by 
positional 
encoding.

Controlnet tries to 
revise/control the 
latent code (middle 
block).
It does not change 
the decoder.



ControlNet
• the locked copy preserves the network capability learned from 

billions of images
• the trainable copy is trained on task-specific datasets to learn the 

conditional control.
• Since the zero convolution does not add new noise to deep features, 

the training is as fast as fine tuning a diffusion model, compared to 
training new layers from scratch.



Training

• Loss:

• During the training, we randomly replace 50% text prompts c_t with empty strings. This 
facilitates ControlNet’s capability to recognize semantic contents from input condition 
maps, e.g., Canny edge maps or human scribbles, etc. 

• This is mainly because when the prompt is not visible for the SD model, the encoder 
tends to learn more semantics from input control maps as a replacement for the prompt. 

• Small-Scale Training: When computation device is limited, one can accelerate 
convergence by disconnecting the link to decoder 1,2,3,4 and only connecting the middle 
block (this can improve the training speed by about a factor of 1.6)



use BLIP to generate captions


















