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Recall Fokker Planck equation

Fokker Planck equation for OU-proces: 𝑑𝑋𝑡 = −𝛼𝑋𝑡𝑑𝑡 + 2𝐷𝑑𝑊𝑡



Fokker Planck equation

The stationary distribution of the above Markov process is the following Gibbs 
distribution: 

one can verify it satifies FP equation



A normalized version

• It is more convenient to normalize the solution of the

• Fokker-Planck equation wrt the invariant distribution





The self-adjoint generator

• Consider the Hilbert space with the following inner product



The self-adjoint generator



The self-adjoint generator



Dirichlet Form and Poincare inequality



How should we understand Poincare inequality?

Poincare inequality essentially asserts that the spectral gap of self-adjoint operator L is at least 𝜆.

Note that the first eigenvalue of L is 0 (with eigenfunction being the constant function)

Larger spectral gap implies faster convergence (to the stationary distribution). Later.



Discrete Markov Chain
It would be instructive to consider the discrete Markov chain with uniform stationary 
distribution (e.g., an undirected graph with uniform degree) (Here A is the transition matrix)

f is orthognal to 1 
(w.r.t. inner prod , 𝜌 )

recall

So, the spectral gap of self-adjoint operator L is at least 𝜆



Convergence of Discrete Markov Chain

Source: https://tcs.nju.edu.cn/wiki/index.php?title=%E9%9A%8F%E6%9C%BA%E7%AE%97%E6%B3%95_(Fall_2015)/Expander_Graphs_and_Mixing







Poincare inequality implies exponential convergence


