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Word2Vec





Word Embedding

• Map each word to a vector (in relatively low-dim space)





Word2Vec



Objective of Word2Vec





Training method 2





Notes

• Word2Vec: unsupervised learning
• Huge amount of training data (no label is needed)

• Can be incorporated to deep learning pipeline
• The corresponding layers is usually called the embedding layer
• The resulting vectors obtained from word2vec can be used to initialize the 

parameters of NN
• We can also get the embedding from training a specified DNN (for a specific task)  

• Computational complexity too high (much higher than word2vec)
• The embedding may not be useful in other tasks
• On the other hand, word2vec captures a lot of semantic information, which is useful in a 

variety of tasks

According to Mikolov:
CBOW (Continuous Bag of Words): Use context to predict the current word.

--several times faster to train than the skip-gram, slightly better accuracy for the frequent words 
Skip-gram: Use the current word to predict the context.

--works well with small amount of the training data, represents well even rare words or phrases.



GloVe

GloVe: Global Vectors for Word Representation



predicting the context given a word



Ratio Matters



Derivation



Objective
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Deep Walk
-embedding node in a social network



Embedding node (using pairwise relations)



Key Idea



Prob of u_k (context word) 
conditioning on the vector of 

v_j (center word)



Multimodal representation learning
---Image Caption 2

Kires et al. Unifying Visual-Semantic Embeddings with
Multimodal Neural Language Models





Overview
Map CNN codes and RNN 
code to a common space

Details of SC-
NLM. Please 
see the paper







Details

• LSTM notations used in this work



Details

• D: length of the CNN code (CNN can be AlexNet, VggNet, or ResNet)

x

v

𝑊𝑇: precomputed using e.g. 
word2vec



Details

• Optimize pairwise rank loss (𝜃:parameters needed to be learnt: 𝑊𝐼
and LSTM parameters) (similar to negative sampling in spirit)

Max-margin formulation. 𝛼 margin
We have nonzero loss if 

s(x,v) is less than s(x,vk)+\alpha
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