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Log-structured merge-trees (LSM-trees) are widely used to construct key-value stores. They periodically
compact overlapping sorted runs to reduce the read amplification. Prior research on compaction policies has
focused on the trade-off between write amplification (WA) and read amplification (RA). In this paper, we
propose to treat the compaction operation in LSM-trees as a computational and I/O-bandwidth investment for
improving the system’s future query throughput, and thus rethink the compaction policy designs. A typical
LSM-tree application handles a steady but moderate write stream and prioritizes resources for top-level flushes
of small sorted runs to avoid data loss due to write stalls. The goal of the compaction policy, therefore, is
to maintain an optimal number of sorted runs to maximize average query throughput. Because compaction
and read operations compete for the CPU and I/O resources from the same pool, we must perform a joint
optimization to determine the appropriate timing and aggressiveness of the compaction. We introduce a
three-level model of an LSM-tree and propose EcoTune, an algorithm based on dynamic programming to find
the optimal compaction policy according to workload characterizations. Our evaluation on RocksDB shows
that EcoTune improves the average query throughput by 1.5× to 3× over the leveling policy and by up to 1.8×
over the lazy-leveling policy on workloads with range/point query ratios.
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1 Introduction
The Log-structured merge-tree (LSM-tree) is the foundation of many modern key-value stores [1–
4, 6, 9, 11, 41, 43, 73]. An LSM-tree buffers inserted keys in memory and then flushes them to disk in
batches as sorted runs. Each sorted run can contain multiple files, called SSTables. Because the key
ranges of these sorted runs overlap, a querymust probe each sorted run to find a particular key-value
pair, causing significant read amplification. As more runs accumulate on disk, they are sort-merged
to create fewer but larger sorted runs. This process is known as compaction. To further improve
read performance, LSM-trees typically equip each SSTable with a filter data structure (i.e., point
filter [20, 30, 34, 36, 39, 40, 42, 67, 89], range filter [29, 51, 61, 76, 78, 81, 87]) to reduce unnecessary
I/Os. LSM-trees are used in a wide range of real-world applications [16, 31, 37, 44, 52, 62, 68, 70].
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Fig. 1. Average throughput and compaction overhead of different compaction policies. The shadow part
corresponds to the compaction’s CPU usage.

Compaction is the key operation of the LSM-tree. Compacting aggressively leads to higher write
amplification while reducing read amplification. Compacting lazily reduces write amplification but
can hurt query performance. The classic compaction policy is the leveling policy. In the leveling
policy, when a sorted run reaches a certain size capacity, it is merged with a larger sorted run. As a
result, the sizes of different sorted runs increase exponentially. Each sorted run is referred to as
a level, and the number of levels is determined by the size ratio (𝑇 ) between adjacent levels. As
the proportion of writes increases, the tiering policy was introduced to reduce write amplification.
The tiering policy allows each level to contain 𝑇 − 1 sorted runs. Researchers have explored more
flexible compaction policies. Examples include hybrid leveling and tiering policies [32], different
size ratios between levels [33], and allowing an arbitrary number of sorted runs in each level [56, 65].
Regardless of the compaction policy, the LSM-tree periodically undergoes a global compaction
that merges all sorted runs into one. We define the time between two global compactions as a
compaction round.

Prior works have primarily focused on the trade-off between write amplification (WA) and read
amplification (RA), assuming that higher WA would lead to lower write performance. However, an
LSM-tree application typically undergoes a steady and moderate write stream, and it only prioritizes
the top-level flushes to avoid data loss due to write stalls. For example, Meta has demonstrated that
the highest write speed in a real-world workload is around 45 MB/s [38]. Given that modern NVMe
SSDs provide more than 2 GB/s of write bandwidth [5, 10], the bandwidth consumption of the
prioritized I/Os is relatively small. We show experiments that the distribution of the remaining CPU
and I/Os resources between compaction and query does not affect the LSM-tree’s write performance.
Therefore, the goal of a compaction policy is to optimize the query (read) performance, and it
requires joint optimization because the compaction and read operations compete for the CPU and
I/O resources from the same remaining pool.

Meanwhile, previous studies model query performance using the worst-case read amplification
right after the compaction operations (we denote this as instantaneous query performance) [30, 32,
33, 56, 65]. However, the read amplification varies over time because the number of sorted runs
keeps changing within a compaction round. The average query throughput is more important
than instantaneous RA metrics for a long-running key-value service. Using the complexity upper
bound for instantaneous RA to model read performance leads to sub-optimal compaction policy
designs. While a compaction operation could immediately speed up certain queries, it may hurt
average query performance because compactions are not free: they compete for resources against
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user queries. Compactions could temporarily occupy CPU threads or saturate SSD bandwidth,
thus preventing these resources from being used for queries. To show this, we evaluated different
compaction policies on Optane SSD with a fixed write speed. The query workload consists of 35%
Get, 35% Seek, and 30% long range scans. Figure 1 shows the average throughput and compaction
overhead for each policy in a compaction round. Although the classic leveling policy leads to a
smaller read amplification than lazy leveling [32, 33, 56, 65] in the traditional instantaneous query
performance analysis, the query throughput of leveling is only 64% of that of lazy leveling in the
experiment. This is because the compaction operations in leveling consumed more than half (62%)
of the CPU resources that could have been used for queries.
We propose to rethink the compaction policy design from the perspective of optimizing the

system’s average query throughput. We model the problem as follows: given a steady stream of
LSM-tree writes (at a constant flush speed), how can we design a compaction policy within a com-
paction round to maximize the average query throughput? The essence of compaction is investing
computations and I/Os to reduce the number of sorted runs, thereby enabling future queries to
probe fewer sorted runs. However, this effect is temporal, as new sorted runs are continuously
generated. The future gain of a compaction depends on both its impact on instantaneous query
throughput and the duration of that impact.
We find that the timing of compaction is crucial in determining the duration of its effects. Our

insight is that the earlier a compaction is performed before the next global compaction, the greater
the subsequent gain in average query throughput. This is because an earlier compaction can
reduce query overhead over a longer period, substantially increasing the number of future queries
benefiting from the compaction. Therefore, an ideal design should employ different compaction
policies at different times. This implies that sorted runs at the same physical level should have
different sizes because they are created at different times. Consequently, the concept of the physical
level becomes vague, as the LSM-tree no longer has groups of equal-sized sorted runs.

We propose to view an LSM-tree using a three-level model when pursuing an optimal compaction
policy. We then introduce EcoTune, an algorithm based on dynamic programming that can find
the optimal compaction policy quickly for a given query workload and write speed. We evaluate
the performance of EcoTune in RocksDB. We compare EcoTune to the Leveling and Lazy Leveling
compaction policies. Compared with the Leveling policy, our EcoTune achieves 1.5x to 3x average
query throughput under different workloads and up to five orders of magnitude lower latency.
Compared with the Lazy Leveling policy, our EcoTune achieves up to 2.5x average query throughput
under different workloads and up to four orders of magnitude lower latency.

EcoTune is the first work that focuses on designing compaction policies to optimize LSM-trees’
average query throughput. We make three primary contributions in this paper. First, we propose to
treat compaction in LSM-trees as a resource investment for improving the system’s average query
throughput. Second, we introduce a three-level model for LSM-trees conceptually and design a
dynamic programming algorithmEcoTune to find optimal compaction policies for different LSM-tree
instances. Finally, we integrate our EcoTune compaction policies into RocksDB. Experiments show
that EcoTune outperforms other solutions in improving RocksDB’s average query performance
across different workloads.

2 Background & Related Work
LSM-tree Overview. The LSM-tree maintains multiple sorted runs to store data, organized into
multiple levels with exponentially increasing capacities. The capacity of these levels is controlled
by a size ratio, often set to a fixed integer 𝑇 , which represents the capacity ratio between two
consecutive levels. The LSM-tree also maintains in-memory tables as write buffers. When an
in-memory table becomes full, a background thread flushes it to level 0 in the storage. Each
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Fig. 2. An overview of different compaction policies.

Term Definition
𝑅 the number of TM compactions in a compaction round
𝑇 LSM-tree size ratio (if fixed)
𝐾 Long Range Scan length
𝑠 the number of small sorted runs
𝑆 the size of the small level
𝑁 total data size quantified by the number of entries
𝑀 the size of the whole LSM-tree
𝐿 total level number
𝐶 the capped size ratio between the main and the large levels
𝑇𝑤 time between two consecutive 𝑇𝑀 compactions
𝑇𝑐 time to rewrite 𝑆 data on SSD with𝑀𝐿𝐶 threads
𝑐 # incoming large sorted runs before global compaction
𝑒 existing number of large sorted runs

Table 1. Terms in this paper.

level is compacted to the next level when it reaches its capacity. The compaction process can
be triggered by different conditions and has varying compaction granularity. According to [72],
different compaction methods have different trade-offs. The LSM-tree has numerous variants
that optimize its various aspects [17, 23, 24, 32, 33, 45, 57, 66, 75]. Examples include optimizing
compaction policies [24, 25, 32, 33, 45, 46, 69], developing update-friendly compaction schemes
[15, 35, 71, 82, 84, 85], adopting unconventional hardware [14, 75, 77, 79, 88], narrowing the gap
between LSM-trees and update-in-place designs [86], separating keys and values [23, 58], keeping
hot entries in the buffer with selective flushing [17], reducing tail latency [18, 59], improving
memory management mechanisms [21, 50, 60], and exploiting data characteristics [13].
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Compaction Policies.When a level reaches its compaction conditions, the LSM-tree uses back-
ground threads to compact the data in that level into the next one. There are mainly two types of
compaction policies for the LSM-tree: the leveling policy, which greedily sorts all data in a level,
and the tiering policy, which allows each level to have multiple sorted runs. These two policies
balance write amplification and read amplification. The leveling policy allows each level to contain
only a single sorted run, with each level’s capacity being 𝑇 times that of the level above it. When a
level reaches its capacity, it is merged with the sorted run in the next level. During this process, all
data in these two levels is rewritten, resulting in high write amplification. Modern LSM-trees often
use a hybrid policy, employing the tiering policy in upper levels and the leveling policy in lower
levels [4, 32, 33]. A representative hybrid policy is the lazy leveling policy, which allows only one
sorted run in the last level and up to 𝑇 − 1 sorted runs in non-last levels. When a non-last level
reaches 𝑇 sorted runs, all sorted runs in that level are compacted together to create a new sorted
run in the next level. If the next level is not the last level, the compaction process does not access
the data in the next level. As a result, the compaction overhead is lower compared to the leveling
policy. We illustrate these hybrid policies in Figure 2.
Filters. LSM-trees leverage filters to reduce I/O operations for queries. Various filter data structures
[20, 36, 39, 40, 42, 51, 53, 61, 76, 87] are widely employed. Filters can quickly determine the presence
of keys within a dataset, though they introduce a false positive rate (FPR). In an LSM-tree, each
SSTable builds a Bloom filter to avoid unnecessary I/O. To further optimize range queries, range
filters have been proposed [27, 29, 51, 61, 76, 81, 87]. To reduce the overhead of probing filters,
some filters [28, 34, 78] are built globally to avoid probing each sorted run’s filter individually.
LSM-tree Structure Tuning. Recent studies on LSM-tree structure tuning focus on tuning the
compaction policy. Dostoevsky [32] explores the trade-off between tiering and leveling compaction.
Later, LSM-bush [33] introduces a more flexible structure by using different size ratios between
adjacent levels, significantly enhancing write performance. MOOSE [56] explores a more flexible
configuration space in LSM-tree designs, allowing distinct configurations to be assigned to individual
levels, including size ratio, number of runs, and Bloom filter bits. RUSKEY [65] makes the first
attempt at designing reinforcement learning models to optimize the performance of LSM-tree-based
key-value systems. Endure [45] attempts to find a robust structure for LSM-trees when the workload
is uncertain. Although these works use different methods, their high-level designs are similar. They
all try to minimize the average cost of the mixed read-write workload. Such designs imply the
assumption that read and write operations are serialized and equally treat compaction and flush.
However, on current high-bandwidth SSDs, read and write operations can be parallelized. We also
need to consider the higher priority of flush. Finally, since these designs assume serialized read and
write operations, they do not account for how query speed changes during the write process.

3 Rethinking the Compaction Design
In this section, we propose a new perspective on the compaction policy. For higher query perfor-
mance, we hope the LSM-tree to have as few sorted runs as possible. Unfortunately, keeping the
number of sorted runs moderate is not free. Compacting multiple sorted runs together consumes a
lot of CPU and I/O resources. Traditionally, compaction has been considered to degrade the write
performance and improve query performance. We argue that modern SSDs have changed this
situation. We should rethink the impact of compaction on both write and query performance.

3.1 Impact on Write Performance
There was a common belief that higher write amplification degrades write performance. However,
this argument was based on earlier HDDs. Flush and compactions could not be parallelized on
HDDs, meaning that compaction would inevitably block flush. Therefore, it was important to finish
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Type Optane SSD NVMe SSD
Latency Average / 99th (𝜇𝑠) Average / 99th (𝜇𝑠)
# Cores 4 8 16 4 8 16

1L 2.8/4.1 2.8/4.2 2.9/4.4 3.3/4.3 3.4/4.3 3.4/4.5
2L 2.8/4.2 2.8/3.9 2.9/4.3 3.4/4.2 3.4/4.5 3.5/4.8
3L 2.9/4.3 2.8/4.3 2.9/4.3 3.4/4.1 3.5/4.4 3.5/4.4

Table 2. Write Latency (𝜇𝑠) on Different SSDs.

compactions as soon as possible, before the in-memory table became full. Otherwise, writes would
be stalled, and some incoming data might be lost (especially if the write workload is a one-pass
data stream). To reduce such write stalls on HDDs, the write amplification caused by compaction
needed to be as low as possible.

Modern NVMe SSDs, with much higher write bandwidth [26], have changed this situation. Flush
and compactions can now be easily parallelized on modern SSDs. Meta has shown [38] that the
write throughput of MyRocks [64], ZippyDB [12], UDB [16], and UP2X [22] is typically not high.
The highest write speed in a real workload is around 45 MB/s [38]. Similarly, IoTDB reported
that its real workload’s highest write throughput is only about 500 KB/s [48]. These moderate
write streams are far from saturating modern NVMe SSDs’ bandwidth (which exceeds 2 GB/s). As
discussed above, flush should have the highest priority [18, 55].We should always reserve enough
bandwidth and CPUs for flush, using the remaining resources for both compactions and queries. On the
other hand, once flush stalls are avoided, we can freely design the compaction policy for higher query
performance without worrying about write performance.Modern SSDs provide a very large design
space for compaction, allowing approximately 50 WA for the highest write speed reported by Meta.
We conducted simple experiments to support our argument. We evaluated the average write

performance of a 4-level LSM-tree with different compaction policies. In our experiments, we varied
the number of leveling levels, as shown in Figure 2. 1𝐿 means only the last level uses the leveling
policy, and the other levels use the tiering policy, corresponding to the lazy leveling compaction
policy. 2𝐿 means the last two levels use the leveling policy, and other levels use the tiering policy.
3𝐿 means only the first level uses the tiering policy, while other levels use the leveling policy, which
is the default compaction policy of RocksDB and LevelDB. A compaction is triggered when the
number of sorted runs at level 0 reaches 10. We set the write throughput to 100 MB/s, which is
much higher than Meta’s reported maximum throughput. We measured the average and P99 tail
write latency of different compaction policies on two different SSDs (800GB Intel Optane SSD DC
P5800X and 3TB D7-P5620 NVMe SSD).
We aim to support two arguments: (1) The write speed (flush) can be guaranteed by reserving

enough bandwidth and CPUs. (2) The remaining bandwidth and CPUs can be freely used to support
a wide range of compaction policies without affecting the write speed. We used different numbers of
CPUs (4C, 8C, 16C) to conduct compactions under different policies. The number of CPUs controls
the bandwidth and parallelism available for compaction. The results are shown in Table 2, we
observe that on both SSDs, the average and tail latencies are not impacted by either the compaction
policy or the number of CPUs. These results support our arguments. In the rest of our paper, we
assume that the LSM-tree has a constant write speed that is not influenced by the compaction policy. As
a result, the design of the compaction policy should focus on how to use the remaining bandwidth
and CPUs to achieve the highest query performance. This simplifies the design compared to the
traditional WA-RA perspective.
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3.2 Impact onQuery Performance
As discussed above, the compaction policy should focus on how to use the remaining bandwidth
and CPUs to achieve the highest query performance. We should rethink how compaction influences
query performance. Previous works [30, 32, 33, 45, 56] typically measure query performance
by looking at the worst-case RA complexity (i.e., when the LSM-tree is just prior to a global
compaction). In these traditional measurements, compaction always appears to benefit query
performance. However, this measurement is unsuitable because the number of sorted runs in each
level is always dynamically changing. Although the upper bound of RA complexity always holds,
the concrete query performance is dynamically changing. We refer to this kind of temporal query
performance as instantaneous query performance. These states do not last for long. We argue that
the average query performance provides a better representation of the LSM-tree’s overall query
performance. Unlike instantaneous performance, compaction’s impact on average query performance
becomes double-edged. In the following sections, we first formulate the average query performance.
Then, we explain why compaction could also negatively impact the average query performance.
Average Query Performance. The average query performance is the aggregation of each in-
stantaneous query performance over a long period. A natural question is how to define such a
long period. We note that, regardless of the compaction policy, the LSM-tree always undergoes a
global compaction that merges all sorted runs into one. We define the time between two global
compactions as a compaction round. Each global compaction can be viewed as a checkpoint that
ensures future queries are not affected by the compaction policy used in the previous compaction
round. We use the average query throughput over a compaction round as the measure of average
query performance.
Compaction’s Double-Edged Effect on Queries. A more aggressive compaction policy, which
frequently merges different sorted runs, would benefit instantaneous query performance more, as
a query needs to probe fewer sorted runs immediately after a compaction. However, for average
query performance, the situation is different because compaction and queries are always competing
for CPU and I/O resources. In a compaction round, the CPU and I/O bandwidth might occasionally
be occupied by background threads for compaction, temporarily reducing the query speed or even
blocking queries (if no more threads or bandwidth are available). Aggressive compaction occupies
both CPU and I/O bandwidth for a longer period. If we avoid certain compactions, a single query
might incur slightly higher I/O costs, but we will have more time and resources available for queries
throughout the compaction round. This can potentially increase the average query throughput.
The InvestmentView.We view compaction as a form of investment. Compaction’s write amplification
is the cost of the investment, and the increased instantaneous query throughput is the immediate
return.Maximizing average query performance means maximizing the accumulated return from
each investment. A compaction’s accumulated return might be less than the opportunity cost.

4 The EcoTune Algorithm
In this section, we propose a method to find a compaction policy that optimizes the average
query throughput in a compaction round, given a client-determined constant write speed. The
average query performance should be modeled by both the costs and the accumulated returns of
compactions. The cost of a compaction can be easily modeled based on the amount of involved data,
and such cost for each compaction is independent. However, modeling the return of a compaction is
more complicated because we need to consider both its immediate improvement in query speed and
how long such improvement will last. We first analyze the compaction’s impact on instantaneous
query speed. Then, we note that the timing of a compaction bridges the gap between instantaneous
and average performance. It is the key to evaluating how long a compaction’s impact will last.
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Fig. 3. Speeds of Different Queries. xL means the last x levels are leveling levels.

Bush 1L 2L 3L
Get 1.06 1.009 1.007 1.003
Seek 1.08 1.03 1.02 1.01
Short Scan 1.11 1.07 1.07 1.07

Table 3. I/O Performance of Different Compaction Policies.

When incorporating timing information into the compaction policy, the concept of a physical level
becomes vague. Therefore, we describe the LSM-tree structure using a three-logical-level model.
We present a dynamic programming algorithm, namely EcoTune, to quickly determine the optimal
compaction policy for a given query workload and machine configuration.

4.1 Query Performance Analysis
We first analyze the impact of compaction on instantaneous query speed. The instantaneous speed
refers to the query speed that can be achieved immediately after compaction. In LSM-bush [33], the
author points out that merging small sorted runs is less impactful for point reads. We are interested
in whether this conclusion holds true for other types of queries. Therefore, we conducted a simple
experiment. We used the books dataset from SOSD [63] to build a 4-level LSM-tree. The block
cache size was set to 8MB. For each sorted run, we built a SNARF [76] to accelerate both point and
range queries. In our experiments, the target key for the Get operation exists in the last level of the
LSM-tree to simulate worst-case performance. The short scan operation scans a closed key range
of length 100. The short scan usually contains only 1 target key and always contains fewer than 5
keys. The long scan operation is an open range scan (Seek + 100Next). The workloads are read-only
to keep the LSM-tree static and test the instantaneous throughput after each compaction.

We show the single-thread query throughput of different compaction policies (Figure 2) in Figure 3.
We also present the corresponding I/O numbers in Table 3. The performance difference between
Bush and 1𝐿, 2𝐿, and 3𝐿 represents the impact of merging small sorted runs. The performance
difference between 1𝐿 and 2𝐿 represents the impact of merging large sorted runs. We found that
neither merging small sorted runs nor large sorted runs significantly improves I/O performance for
Get, Seek, and short closed scans. The reason is that SNARF has already reduced the unnecessary
I/O operations to nearly zero. LSM-bush has a much lower throughput due to its significant CPU
overhead. It has too many small sorted runs and needs to probe too many filters for each query.
Merging large sorted runs (from 1𝐿 to 2𝐿) greatly improves the throughput of long range scans
(Figure 3a), whereasmerging small sorted runs (from 2𝐿 to 3𝐿) provides onlymarginal improvements
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(Figure 3a and Figure 3b). This is because most of the target keys for long range scans are located
in large sorted runs. The read amplification arises from the SSD’s block access granularity, and
compactions can reduce this read amplification. In contrast, few small sorted runs have target
keys. Therefore, range filters make merging small sorted runs less beneficial. Let 𝑑 and 𝑆 represent
the total number and total size of small sorted runs, respectively.𝑀 denotes the size of the entire
LSM-tree, and 𝑝𝑖 is the size proportion of the 𝑖𝑡ℎ small sorted run. We omit the range filter’s false
positive rate here due to its low value. As 𝑝𝑖 is low, the total number of I/Os for small sorted runs
during a long-range scan (Seek + 𝐾Next) is independent of 𝑑 :

𝑑∑︁
𝑖=1

(
1 − (1 − 𝑝𝑖 )𝐾

)
≈

𝑑∑︁
𝑖=1

(1 − (1 − 𝐾𝑝𝑖 )) =
𝑑∑︁
𝑖=1

𝐾𝑝𝑖 = 𝐾 · 𝑆
𝑀

We summarize our analysis as following: (1) The CPU overhead prevents the compaction policy
for small sorted runs from being overly lazy (LSM-bush). (2) The I/O overhead of long range scans is
highly affected by the number of large sorted runs. (3) The I/O overhead for other types of queries
is robust to the number of sorted runs, including both small and large sorted runs.

4.2 Three-Level Design
From Immediate Return to Accumulated Return. An optimal compaction policy aims to
maximize its accumulated return while minimizing its cost. We have analyzed the relationship
between a compaction’s immediate effect on query speed and its cost. In a compaction round,
the LSM-tree’s data layout and query throughput are dynamically changing, so a compaction’s
impact gradually diminishes over time. To analyze a compaction’s accumulated return, we must
also consider how long its impact will last.
The Importance of Compaction Timing. We propose an insight: The earlier a compaction is
conducted, the greater the cumulative future returns will be. Specifically, when the LSM-tree
is far from a global compaction, compacting multiple sorted runs into one improves query speed
for a longer period. When the LSM-tree is close to a global compaction, compacting sorted runs
yields less benefit since the newly created sorted runs will not be queried for long. Due to the
effect of timing, two compactions with the same cost could have very different cumulative returns.
Therefore, at the beginning of a compaction round, we should merge sorted runs more aggressively.
As the compaction round approaches its end, the compaction policy should become lazier.
Limitation of Previous Compaction Policies. All previous compaction policies [32, 33, 56, 65]
restricted sorted runs to certain allowed sizes and grouped equal-sized sorted runs together as
physical levels. For example, in a lazy leveling [32] policy, level 𝑙 contains sorted runs with size
𝑇 𝑙 · 𝐹 and 𝐹 is the size of the in-memory write buffer. Each physical level corresponds to an allowed
size of sorted runs. There are only 𝐿 allowed sizes. Previous works tuned the size ratio between
adjacent levels and the allowed number of sorted runs in each level. In other words, they focus
on how to choose these 𝐿 allowed sizes and the allowed number of sorted runs for each allowed
size. The allowed size and the allowed number determine the compaction aggressiveness of a level.
Therefore, all previous compaction policies have fixed aggressiveness at all times (although different
physical levels could have different aggressiveness). For example (Figure 4), in a traditional multi-level
LSM-tree, all sorted runs at the same level have the same size. When optimizing the average query
throughput, an ideal compaction policy that considers compaction timing is shown in Figure 4.
This is because different sorted runs in a level are created at different times (i.e. different distances
to the next global compaction). At the beginning of a compaction round, an aggressive compaction
policy will make those early-created sorted runs larger than those created later.
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Fig. 4. Multi-Level LSM-tree vs Three-Level LSM-tree.

Three-Level Generalization. The aggressiveness of an optimal compaction policy should change
over time. In other words, the size of each sorted run depends on its creation time rather than
being restricted to 𝐿 allowed sizes. Therefore, there are no groups of equal-sized sorted runs. As the
concept of physical level comes from the 𝐿 allowed sizes, there isn’t a definition for such physical
levels any more, and there is also no need to have. Instead, we view the LSM-tree as a set of sorted
runs, similar to RocksDB’s universal compaction [8]. Since merging small sorted runs offers little
improvement, we redivide the sorted runs into three logical levels based on their impact on query
speed: the top level, the main level, and the last level (Figure 4). With the three-level model, there
are three kinds of background jobs: flush from memory to the top level, compaction from the top
level to the main level (TMC), and compaction within the main level (MLC). These three kinds of
background jobs could be conducted in parallel.
Top Level. The top level acts as a write buffer on the SSD, temporarily storing newly flushed
sorted runs. As the analysis in Section 4.1 suggests, the I/O count for each query is not affected by
the data layout (i.e. the number of sorted runs) in the top level. Therefore, we do not conduct any
compaction in the top level to save resources. This raises two problems: (1) How should the capacity
of the top level be set? (2) How can we handle the significant CPU overhead when probing the
top level? For the first problem, we set the top level’s capacity 𝑆 to𝑀/𝐾 , where 𝐾 is the average
number of keys involved in a long range scan. We will explain why we set 𝑆 to𝑀/𝐾 later. Since no
compaction happens in the top level, there will be many sorted runs, leading to significant CPU
overhead. Inspired by global filters [34, 78], we build a full index for keys in the top level. In this full
index, we record the full keys and their corresponding sorted run IDs. To limit memory overhead,
we set 𝑆 to𝑀/max(100, 𝐾). With this setting, the full index for all keys in the top level increases
the average bits per key by approximately 0.8.
Main Level. When the top level reaches its capacity, it is compacted into a sorted run in the main
level. The number of sorted runs in the main level affects the I/O performance of long range scans.
If the workload contains fewer long range scans, we can use a lazier policy, allowing more large
sorted runs on the SSD. Therefore, the main level compaction policy is central to the LSM-tree’s
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compaction strategy [33, 65]. We propose a dynamic programming algorithm, EcoTune, to find
the optimal compaction policy for the main level. In the main level, we build a range filter for
each sorted run to accelerate all types of queries. The size limit of the main level is controlled by a
capped size ratio 𝐶 , which represents the size ratio between the main and the last level.
Last Level.We allow only one sorted run in the last level to limit space amplification, a design that
is widely used [32, 33, 56, 65]. When the main level reaches its capacity limit, the LSM-tree triggers
a global compaction, merging all sorted runs into the last level. The capacity of the main level is
determined by the size of the last level and the allowed space amplification (controlled by 𝐶).
Definition of Long Range Scan. Our definition of a long range scan involves 𝐾 keys. However, as
𝐾 decreases, the long range scan gradually becomes a short range scan, and the compaction policy
at the main level no longer significantly impacts its performance. A natural question is: what is the
boundary between long range and short range? We define a range scan as long if the number of
involved keys is larger than (𝐶 + 1). This is because the main level’s size proportion is 1

𝐶+1 . When
the main level is expected to contain more than one target key of a range scan, merging sorted
runs in the main level can be considered beneficial. Otherwise, the expected I/O count at the main
level is smaller than 1 and is not affected by the data layout in the main level. This is because at
least one I/O is required if a target key exists in the main level, and the existence of that key is
independent of the data layout.
The Choice of 𝑆 . We show why we set the top-level capacity 𝑆 to 𝑀

𝐾
. In the top level, there are 𝑑

sorted runs. The total number of I/Os for a long-range scan is:
∑𝑑
𝑖=1

[
1 −

(
1 − 𝑆

𝑑 ·𝑀
)𝐾 ]

= 𝑑 ·(1−𝑒− 𝑆 ·𝐾
𝑀 ·𝑑 ).

After being compacted into the main level, the long-range scan I/O count for the newly created
large sorted run is: 1 −

(
1 − 𝑆

𝑀

)𝐾
= 1 − 𝑒− 𝑆 ·𝐾𝑀 . When 𝑆 < 𝑀

𝐾
, merging these sorted runs in the

top level together cannot reduce the long-range scan I/O count. The expected long-range scan
I/O count in the top level is less than one. If there exists a key in the target range, at least one
I/O is required. The existence of such a key is independent of the data layout. On the other hand,
when 𝑆 > 𝑀

𝐾
, merging the first several sorted runs in the top level could always improve the query

speed during the time of writing these 𝑆 amounts of data. Therefore, when 𝑆 < 𝑀
𝐾
, we could delay

merging sorted runs in the top level. When 𝑆 > 𝑀
𝐾
, it would be better to reduce the number of

sorted runs. Thus, we set 𝑆 = 𝑀
𝐾
.

Data Size Scalability. As the data size grows, some designs [32, 33] typically result in more levels
and higher write amplification within a compaction round. This is because these designs use a
fixed size for the in-memory table. We believe that the size of the in-memory table should scale
proportionally with the size of the data. This is because hardware configurations for running
key-value stores are typically set with a fixed memory-to-SSD ratio, as reported by Facebook [49].
With this design, the LSM-tree will maintain a fixed number of physical levels. In our three-level
model, the number of sorted runs in both the top level and the main level are fixed, allowing
performance to scale effectively as the data size grows.
Threads Allocation. In LSM-tree, there are usually background threads for flush/compaction
and foreground threads for write/query. As the write speed is fixed, we also use a fixed number of
threads for writing the in-memory table and flush (1 thread according to RocksDB tuning guide [7]).
Within a compaction round, there are two types of compactions: compactions from the top level
to the main level (TM compaction) and compactions within the main level (ML compaction).
These two types of compactions can be conducted in parallel. An TM compaction creates a new
large sorted run in the main level and limits the size of the top level. The ML compaction manages
the large sorted runs in the main level according to a specific compaction policy. We allocate
two threads for the TM compaction (TMC threads) to keep up with the flush speed. When no
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TM compaction is being processed, we keep TMC threads free in case a sudden write speed burst
happens. We use all other available threads for theML compaction (MLC threads) and query (query
threads). Different from traditional LSM-tree that totally separate the foreground and background
threads, we also use MLC threads for queries when they are free. We argue that given a fixed
number of threads, using background threads for queries when they are free could directly improve
the query throughput. So we use the terms MLC threads and query threads instead of the original
foreground threads and background threads. Such allocation is set by the user as RocksDB does.
Example. We use a simple example to illustrate the compaction process. We do not show the flush
and write process in the example because they are conducted in parallel with the compactions. As
shown in Figure 5, a global compaction will happen after 7 TM compactions. Table 4 shows the
compaction policy. The first two TM compactions create two sorted runs (𝑓 2 and 𝑓 3) in the main
level. An ML compaction aggressively merges 𝑓 2 and 𝑓 3 into 𝑓 5 to reduce the number of large
sorted runs. Meanwhile, a new sorted run 𝑓 4 is created by TM compaction. MLC threads conduct
queries during the time between 𝑓 5 and 𝑓 4’s creation. Then, an ML compaction merges 𝑓 4 and 𝑓 5
together into 𝑓 8 according to the policy. Meanwhile, a new sorted run 𝑓 6 is created as the time
for this ML compaction is relatively long. MLC threads also conduct queries before the creation
of 𝑓 7. After that, an ML compaction merges 𝑓 6 and 𝑓 7 together. The compaction policy becomes
lazier as the LSM-tree approaches the next global compaction. For the last two sorted runs, no ML
compaction will be involved.

4.3 Dynamic Programming Algorithm
We aim to determine the optimal compaction policy between two global compactions. For conve-
nience, we refer to the sorted run created by a TM compaction as a unit sorted run, whose size is 𝑆 .
In each compaction round, the main level starts as empty. A new unit sorted run is created every
𝑇𝑤 . The time required to useMLC threads to rewrite 𝑆 amount of data is𝑇𝑐 , a measured value based
on the hardware configuration. We first reserve sufficient bandwidth and CPU resources for flush
and TM compactions to ensure that write requests are not stalled. We then utilize the remaining
bandwidth and MLC threads to measure 𝑇𝑐 . After 𝑅 unit sorted runs are created (𝑅 · 𝑇𝑤 time), a
global compaction is triggered.
There are 𝑒 sorted runs in the main level and one sorted run in the last level. For a long-range

scan, the expected I/O count in the top level is 1. Assuming the proportion of long-range queries
is 𝑟 , the cost of long-range queries is proportional to (𝑒 + 2) · 𝑟 1. Assuming all point queries are
positive and the false positive rate is 𝑓 , the cost of point queries is proportional to (1 − 𝑟 ) · (1 + 𝑓 ).
Therefore, the total query cost is (𝑒 + 2) · 𝑟 + (1 − 𝑟 ) · (1 + 𝑓 ). We define the query speed as:

𝑞(𝑒) = 1
(𝑒 + 2) · 𝑟 + (1 − 𝑟 ) · (1 + 𝑓 ) .

We define the score as query speed× time. The score during a period of time is proportional to the
number of queries the system can handle during that time.

In the following section, we first propose a simplified algorithm based on two assumptions: (1)
We assume that no query can be processed during a ML compaction. (2) We assume that an 𝑀𝐿
compaction always takes less than 𝑇𝑤 time. This simplified algorithm helps readers understand the
key idea of our EcoTune. In reality, queries can be processed in parallel with MLC, and if an𝑀𝐿
compaction involves more than 𝑇𝑤

𝑇𝑐
· 𝑆 data, it will take more than 𝑇𝑤 time. We will later introduce

two additional parameters to modify the algorithm to handle this more complex scenario.
1Although we have range filters for large sorted runs, a long-range scan is still likely (at least 1 −

(
1 − 1

𝐾

)𝐾 ≈ 1 − 1
𝑒
) to

access a large sorted run. Incorporating this exact probability into the algorithm would result in high complexity. However,
our experiments demonstrate that modeling the cost of long-range scans as (𝑒 + 2) · 𝑟 is sufficiently accurate.
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# TM Compactions 1 2 3 4 5 6 7
Main Level Layout 1 2 3 3 1 3 2 3 2 1 3 2 1 1

Table 4. Compaction Policy Example.

We start by considering a general case: given 𝑒 existing sorted runs in the main level, how do
we determine the optimal compaction policy for 𝑐 incoming unit sorted runs? These 𝑒 sorted runs
will not be involved in the compaction process of the 𝑐 incoming unit sorted runs. We call such a
problem an (𝑒, 𝑐) problem. Our root problem is a (0, 𝑅) problem. Some of the 𝑐 incoming unit sorted
runs will be merged together. We define a sorted run as a final sorted run of the (𝑒, 𝑐) problem if
its lifetime lasts until all 𝑐 unit sorted runs have been created. In Figure 5, 𝑓8 is the first final sorted
run of the root (0, 7) problem. Finding the compaction policy for 𝑓6, 𝑓7, 𝑓9, 𝑓11 is a (1, 4) problem,
and 𝑓10, 𝑓9, 𝑓11 are final sorted runs for this problem. Since our 𝑞(𝑒) does not consider the concrete
size of each main level sorted run, the optimal compaction policy for all (𝑒, 𝑐) problems is the same.

4.3.1 Dynamic Programming Overview. For an (𝑒, 𝑐) problem, once its first final sorted run (with
size 𝑥 · 𝑆) has been created, the remaining problem becomes an (𝑒 + 1, 𝑐 − 𝑥) problem. On the
other hand, the optimal policy to organize the first 𝑥 unit sorted runs, which form the first final
sorted run, is an (𝑒, 𝑥) problem. This optimal substructure property inspires us to use a dynamic
programming algorithm to solve an (𝑒, 𝑐) problem. As with standard dynamic programming, the
key idea of our EcoTune is to iterate over all possible sizes for the first final sorted run to reduce
the size of the problem.
The Score Function and The Recurrence Relation. We define 𝑓 (𝑒, 𝑐) as the best score of

compaction policies for an (𝑒, 𝑐) problem. An (𝑒, 𝑐) problem spans 𝑐 · 𝑇𝑤 time. However, 𝑓 (𝑒, 𝑐)
accounts for the number of queries conducted during the last (𝑐 − 1) ·𝑇𝑤 time and excludes the first
𝑇𝑤 time in the (𝑒, 𝑐) problem. The reason is that all compaction policies have the same behavior
during the first 𝑇𝑤 time. The first unit sorted run of the problem cannot be directly merged with
any other sorted runs. The recurrence formula is:

𝑓 (𝑒, 𝑐) = max
𝑥

(
𝑓 (𝑒, 𝑥) + (𝑇𝑤 − 𝑥 ·𝑇𝑐 ) · 𝑞(𝑒 + 1) + 𝑓 (𝑒 + 1, 𝑐 − 𝑥)

)
.

The term (𝑇𝑤 − 𝑥 ·𝑇𝑐 ) · 𝑞(𝑒 + 1) represents the number of queries conducted during the first 𝑇𝑤
time of the (𝑒 + 1, 𝑐 − 𝑥) problem. After managing the first 𝑥 sorted runs, the LSM-Tree requires an
𝑀𝐿𝐶 to merge them into a final sorted run. This process takes 𝑥 ·𝑇𝑐 time and overlaps with the
first 𝑇𝑤 time of the (𝑒 + 1, 𝑐 − 𝑥) problem. Based on our assumptions above, 𝑇𝑤 − 𝑥 ·𝑇𝑐 > 0, and
no query is conducted during the 𝑥 ·𝑇𝑐 time. The complexity of this algorithm is 𝑂 (𝑅3). The root
problem is a (0, 𝑅) problem.

4.3.2 Allowing Query During MLC. In this section, we relax assumption (1) because, in reality, we
cannot completely block queries during MLC. We define 𝑞′ (𝑒) = 𝛽 · 𝑞(𝑒) as the query speed during
MLC, where 𝛽 is a measured parameter. Here, 𝑞 represents the speed of queries when both MLC
threads and query threads are used, while 𝑞′ represents the speed when only query threads are used,
as MLC threads are conducting MLC. Compared to the simplified EcoTune above, during each 𝑥 ·𝑇𝑐
period and the time of global compaction, the LSM-Tree can still process queries. Unfortunately,
the query speed during 𝑥 ·𝑇𝑐 is difficult to determine because it depends on the layout of these 𝑥 · 𝑆
data right before they are merged into a single final sorted run.
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Fig. 6. Problem Partition Example. Sub-problems marked blue are the right most sub-problems. The sorted
runs corresponding to each sub-problem are shown near the problem. For example, problem (1, 1, 1) calculates
the score during the creation of 𝑓3 and 𝑓5. The creation of 𝑓5 is anMLC. In this sub-problem, 𝑒 = 1 and the
existing sorted run is 𝑓2.

To address this challenge, we introduce an additional parameter 𝑚. The complexity of this
algorithm is 𝑂 (𝑅4). An (𝑒, 𝑐,𝑚) problem is defined as finding the optimal compaction policy for 𝑐
incoming unit sorted runs, where 𝑒 sorted runs currently exist, and an ML compaction involving
(𝑚 + 𝑐) · 𝑆 data will occur after the 𝑐 unit sorted runs are created. The root problem becomes a
(0, 𝑅,𝐶 · 𝑅) problem because a global compaction involves 𝐶 · 𝑅 · 𝑆 data in the last level and 𝑅 · 𝑆
data in non-last levels.
We divide an (𝑒, 𝑐,𝑚) problem into two sub-problems: (1) The left sub-problem: creating the

first final sorted run, and (2) The right sub-problem: managing the remaining incoming unit
sorted runs. Each sub-problem can be recursively divided. The 𝑀𝐿𝐶 involving (𝑚 + 𝑐) · 𝑆 data
happens when the right sub-problem is finished. The score during such compaction is calculated
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Algorithm 1: Find the best score and compaction policy
1 ans = Empty map whose value is (score, 𝑥 )
2 Procedure 𝑓 (𝑒, 𝑐,𝑚)
3 if 𝑐 == 1 then
4 ans[(𝑒, 𝑐,𝑚)] = {score: (𝑚 + 𝑐) ·𝑇𝑐 · 𝑞′ (𝑒), 𝑥 : 1}
5 return ans[(𝑒, 𝑐,𝑚)]
6 best = {score: 𝑇𝑤 · 𝑞(𝑒 + 1) + 𝑓 (𝑒 + 1, 𝑐 − 1,𝑚 + 1), 𝑥 : 1}
7 for 𝑥 from 2 to (𝑐 − 1) do
8 score = 𝑓 (𝑒, 𝑥, 0) + (𝑇𝑤 − 𝑥𝑇𝑐 ) · 𝑞(𝑒 + 1)
9 score = score + 𝑓 (𝑒 + 1, 𝑐 − 𝑥,𝑚 + 𝑥)

10 if best.score < score then
11 best = {score, 𝑥 }

12 ans[(𝑒, 𝑐,𝑚)] = best
13 return best.score
14 score = 𝑇𝑤 · 𝑞(0) + 𝑓 (0, 𝑅,𝐶 · 𝑅)
15 return (score, ans)

in its right-most sub-problem. As shown in Algorithm 1, we pass the parameter𝑚 to the right
sub-problem so that the algorithm can calculate the score during the𝑀𝐿𝐶 at the end of the right
sub-problem (Lines 3–5). In Figure 6, we illustrate the problem partition in the example from
Figure 5 (𝑅 = 7 and 𝐶 = 3). The left sub-problems are represented as left child nodes, while the
right sub-problems are represented as right child nodes. The right-most sub-problems are marked
in blue. For instance, when solving the (1, 1, 1) problem, we calculate the score during the MLC
creating 𝑓5. The (1, 1, 2) and (3, 1, 27) problems contain the scores during MLC creating 𝑓8 and the
global compaction, respectively.

4.3.3 Allowing Pending Sorted Runs. In this section, we further relax assumption (2). An MLC may
involve a large amount of data, 𝑥 · 𝑆 , causing 𝑥 ·𝑇𝑐 > 𝑇𝑤 . Under assumption (2), a left sub-problem
does not influence the compaction policy of the corresponding right sub-problem. Without this
assumption, during the creation of the first final sorted run, multiple new unit sorted runs may
be created (denoted as pending sorted runs). In part 2 of Figure 5, before an MLC completes the
creation of 𝑓8, 𝑓6 and 𝑓7 have already been created and are pending sorted runs. Therefore, at the
start of the corresponding right sub-problem, there will be 𝑏 pending unit sorted runs and 𝑐 − 𝑥 −𝑏
incoming sorted runs. Both the incoming sorted runs and the pending sorted runs will be involved
in the compaction process of the right sub-problem. These pending sorted runs not only affect
the compaction policy of the right sub-problem but also influence the score during the creation
of the first final sorted run. Consequently, we need to describe a problem using four parameters
(𝑒, 𝑏, 𝑐,𝑚), and the complexity of the algorithm becomes 𝑂 (𝑅5). Due to space limitations, we do
not delve deeply into this final version of EcoTune. The idea remains the same as the previous two
versions. The algorithm is shown in Algorithm 2.

The Additional Overhead: Our EcoTune algorithm requires tracking workload information
and calculating the optimal compaction policy. In practice, the workload information can either be
derived from prior knowledge of the workload or gathered from statistics based on previous queries,
similar to other workload-aware algorithms such as Cosine [24] and Limousine [25]. Specifically,
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Algorithm 2: Find the best score and compaction policy
1 ans = Empty map whose value is (score, 𝑥 )
2 Procedure MergeScore(𝑒,𝑚)
3 Δ𝑏 = ⌈𝑚𝑇𝑐

𝑇𝑤
⌉ − 1

4 score =
∑Δ𝑏−1
𝑖=0 𝑇𝑤𝑞

′ (𝑒 + 𝑖)
5 score = score + 𝑞′ (𝑒 + Δ𝑏) (𝑚𝑇𝑐 − Δ𝑏𝑇𝑤)
6 return score
7 Procedure 𝑓 (𝑒, 𝑏, 𝑐,𝑚)
8 if 𝑐 == 0 then
9 ans[(𝑒, 𝑏, 𝑐,𝑚)] = {score: MergeScore(𝑒 + 𝑏,𝑚 + 𝑏), 𝑥 : 1}

10 return ans[(𝑒, 𝑏, 𝑐,𝑚)]
11 if 𝑏 > 0 then
12 score = 𝑓 (𝑒 + 1, 𝑏 − 1, 𝑐,𝑚 + 1)
13 else
14 score = 𝑇𝑤 · 𝑞(𝑒) + 𝑓 (𝑒 + 1, 0, 𝑐 − 1,𝑚 + 1)
15 best = {score, 𝑥 : 1}
16 for 𝑥 from 2 to (𝑏 + 𝑐 − 1) do
17 Δ𝑏 = ⌈𝑥𝑇𝑐

𝑇𝑤
⌉

18 if 𝑥 ≤ 𝑏 then
19 score = MergeScore(𝑒 + 𝑏, 𝑥)
20 𝑏′ = 𝑏 − 𝑥 + Δ𝑏

21 else
22 score = 𝑓 (𝑒, 𝑏, 𝑥 − 𝑏, 0)
23 𝑏′ = Δ𝑏

24 score = score + (Δ𝑏𝑇𝑤 − 𝑥𝑇𝑐 ) · 𝑞(𝑒 + 𝑏′)
25 available = 𝑏 + 𝑐 − 𝑥
26 if 𝑏′ > available then
27 continue

28 score = score + 𝑓 (𝑒 + 1, 𝑏′, available − 𝑏′,𝑚 + 𝑥)
29 if best.score < score then
30 best = {score, 𝑥 }

31 ans[(𝑒, 𝑏, 𝑐,𝑚)] = best
32 return best.score
33 score = 𝑓 (0, 0, 𝑅,𝐶 · 𝑅)
34 return (score, ans)

the algorithm requires three parameters: the long-range scan ratio 𝑟 , the write speed 𝑇𝑤 , and the
compaction speed 𝑇𝑐 . We only need a single if statement for each query to track the long-range
scan ratio and only need to measure the time of a previous compaction round to determine the
write speed. The other key parameter, the compaction speed, is workload-independent and can be
measured offline. Such statistics are straightforward to obtain. We solve the optimal policy during
the time of each global compaction. The dynamic programming algorithm takes less than 1 second,
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Fig. 7. Throughput vs Long Range Scan Ratio on NVMe SSD.
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Fig. 8. Throughput vs Long Range Scan Ratio on Optane SSD.

while a global compaction takes approximately 160 seconds and a compaction round takes about
350 seconds in our experiments. As a result, the policy-solving overhead is negligible.

5 Evaluation
5.1 Experiments Setup
Baselines:We compare our EcoTune with three baselines: Leveling (RocksDB’s default compaction
policy), Lazy Leveling [32], and Moose [56]. Moose is a recently proposed compaction policy that
allows each level to have a completely different size ratio and a varying number of sorted runs. Since
we do not conduct any compactions at the top level, the data layout of the Lazy Leveling policy
closely resembles that of LSM-bush [33]. We implement our EcoTune and Moose using Dostoevsky,
a RocksDB-based LSM-tree that already integrates the leveling and lazy leveling policies. We use a
two-dimensional vector to represent the data layout after each TMC. The compaction picker in
Dostoevsky will determine how to merge sorted runs according to the vector.
Setup: Our experiments were conducted on a machine with the following specifications: an AMD
EPYC 7742 64-Core Processor, 512MB of L3 cache, and two SSDs (800GB Intel Optane SSD DC
P5800X and 3TB D7-P5620 NVMe SSD). The memory write buffer was set to 8MB. A SNARF range
filter was constructed for every file with a default memory allocation of 14 bpk. An 8MB block
cache was allocated for data blocks. We used 64-bit integer keys from the SOSD dataset [63] and
256 bytes of value for each key. We enabled direct I/Os for both read and write operations. The size
ratio for leveling and lazy leveling policy is set to 10. The LSM-tree for leveling and lazy leveling
consists of four levels. For Moose2, its LSM-tree consists of five levels. Moose allows 3 sorted runs
in each non-last level and one sorted run in the last level. The size ratio between level 3 and level 4
(the last level) is 6, while the size ratio between the other levels is 7. In all experiments, there is one
client thread to write the in-memory write buffer, one thread for flush, and two threads for TMC.
2Moose’s configuration was provided by its authors after we shared our experimental settings with them.
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Fig. 9. Latency under different query arrival speeds.

We provide two CPU cores for these threads and only vary the number of cores for MLC and query.

Workload: In our experiments, we varied the long range scan ratio in the workload from 0.1 to
1. The long range scan contains Seek + 100Next. The remaining part of the workload contains the
same number of Get and Seek operations. Assuming the long range scan ratio is 𝑟 , each operation
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Fig. 10. (a) and (b) are results of 64 threads (16MLC threads and 48 query threads) experiments on Optane
SSD. (c) and (d) shown query throughput under different write speed. We use 10 cores and the workload
contains 30% long range scan.

# TMC Main Level Layout
7 7[1] -> 7
14 7 7[1] -> 7 7
21 7 7 7[1] -> 7 7 7
24 7 7 7 3[1] -> 7 7 7 3
29 7 7 7 3 5[1]

Table 5. 10 cores + 10% Long Range Scan

# TMC Main Level Layout
3 3[1] -> 3
8 3 5[1] -> 8
11 8 3[1] -> 8 3
15 8 3 4[1] -> 8 7
18 8 7 3[1] -> 8 7 3
23 8 7 3 4[1] -> 8 7 7
25 8 7 7 4[1] -> 8 7 7 3
29 8 7 7 3 4[1]

Table 6. 10 cores + 20% Long Range Scan

# TMC Main Level Layout
3 3[1] -> 3
7 3 4[1] -> 7
10 7 3[1] -> 7 3
14 7 3 4[1] -> 14
17 14 3[1] -> 14 3
21 14 3 4[1] -> 14 7
25 14 7 4[1] -> 14 7 4
29 14 7 4[1]

Table 7. 10 cores + 30% - 80% Long Range Scan

# TMC Main Level Layout
3 3[1] -> 3
7 3 4[1] -> 7
10 7 3[1] -> 7 3
13 7 3 3[1] -> 13
16 13 3[1] -> 13 3
20 13 3 4[1] -> 13 7
23 13 7 3[1] -> 13 7 3
26 13 7 3 3[1] -> 13 7 3 3
29 13 7 3 3 3[1]

Table 8. 10 cores + 90% - 100% Long Range Scan

in the workload have 𝑟, 1−𝑟2 ,
1−𝑟
2 probabilities to be a long range scan, Seek operation and Get

operation respectively. The targe key is chosen randomly. Without further specification, we fix the
write speed to 100 MB/s, which is much higher than the real workload’s speed. This setting is to
verify our argument that LSM-tree’s performance is independent of the compaction policy. We use
half threads as MLC threads and the other half as query threads by default. A global compaction
is triggered when the large level’s size reaches 1/3 of the main level’s size. We use the average
throughput of a compaction round to measure the performance of each compaction policy.
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5.2 Experiments on AverageQuery Throughput
As discussed above, considering the overhead, there are two types of queries: long-range scans
and others. We vary the long-range scan ratio from 0.1 to 1. We find that our EcoTune consistently
achieves the highest throughput. EcoTune outperforms the Leveling policy by 30% to 150% because
EcoTune spends more time on queries rather than compaction while maintaining a moderate
number of sorted runs. EcoTune also outperforms the Lazy Leveling policy by 15% to 80% due
to having fewer sorted runs for workloads with a high ratio of long-range scans. Our solved
compaction policies are shown in Table 5 - Table 8. We found that our EcoTune is also robust to
workload shift. The solved policy is not sensitive to different workloads. For long range scan ratio
varies from 30% to 80%, the optimal compaction policy remains unchanged. Therefore, workload
shift can not easily violate the performance of EcoTune.
Impact of Long Range Scan Ratio. From Figure 7 to Figure 8, we measure the average throughput
of different compaction policies with varying long range scan ratios. Our EcoTune achieves up
to 1.8x the throughput compared to the second-best algorithm. As the long range scan ratio
increases, the throughput of all policies decreases. Previous research indicated that the leveling
compaction policy offers the best query performance. In our experiment, we find that the lazy
leveling compaction policy and Moose compaction policy outperform the leveling compaction
policy in most cases. This is because, during a compaction round, the leveling policy spends too
much time on compaction, leaving less time for queries. In contrast, the lazy leveling policy has a
slower query speed due to more large sorted runs. Our EcoTune achieves the best performance
because it can better balance the time for queries and compactions.
Impact of CPU Cores. We use 6 cores and 10 cores (including 2 cores for writing in-memory
buffer, flushing, and TMC) to conduct our experiments, respectively. The available cores are used
to run both query threads and compaction threads (MLC threads). The query threads are dedicated
to queries only. When there are no compaction tasks, the compaction threads also perform queries
to achieve higher throughput, as previously illustrated. With 6 cores, there are 5 query threads and
5 MLC threads. With 10 cores, there are 7 query threads and 7 MLC threads. In our experiments,
allocating more threads in each case degrades write speed, as excessive threads negatively impact
the flush thread. We observe that in all cases, Moose and the lazy leveling compaction policy exhibit
similar performance. Our EcoTune consistently achieves the best performance. Furthermore, we
find that EcoTune shows a greater advantage with 10 cores compared to 6 cores. This is because
EcoTune optimizes the assignment of compactions and queries to threads. However, CPU cores
have their own scheduling algorithms to execute different threads concurrently rather than in
parallel. This leads to additional CPU contention and context-switching overhead, which is not
accounted for in our EcoTune. Such unaccounted overhead is relatively significant with 6 cores.
Impact of SSD Bandwidth and Latency. We use an NVMe SSD and an Optane SSD in our
experiment. We find that our EcoTune has a greater advantage on the Optane SSD. The reasons are:
(1) The Optane SSD has a larger write bandwidth and similar sequential write latency compared to
the NVMe SSD. This enables the write speed to scale better, making compaction time relatively low,
while the flush time remains similar to that of the NVMe SSD. Since the time of a compaction round
is determined by flush time, the Optane SSD allows more time for queries during a compaction
round. (2) The random read latency is lower, allowing for more sorted runs on the SSD. This enlarges
the design space for the compaction policy.

5.3 Experiments on Latency
When discussing query latency, all previous works [19, 47, 54, 55, 74, 80] focused solely on execution
latency. However, we found that the primary contributor to query latency is queuing latency. In
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real applications, the query request arrival rate is also determined by clients. When the system is
temporarily unable to provide sufficient query throughput, incoming query requests will queue
up, leading to increased latency. Unfortunately, previous research has not considered this queuing
latency. This queuing phenomenon is common in all LSM-trees because compaction consumes
significant CPU and I/O resources, which greatly slows down (or even halts) queries during
compaction, causing requests to queue.

In this section, we demonstrate how EcoTune reduces query latency (including queuing latency)
compared to other compaction policies by achieving higher average query throughput. Under a
100 MB/s write speed, we vary the query arrival speed from 10K/s to 50K/s. As shown in Figure 9,
our EcoTune reduces latency by up to 4 and 3 orders of magnitude compared to Leveling and
Lazy Leveling, respectively. This is because we spend much less time on compactions compared
to the leveling policy, so the average number of accumulated query requests during compactions
is relatively low. Our policy also maintains fewer sorted runs, resulting in faster query execution
compared to Lazy Leveling. As a result, EcoTune allows most of the accumulated query requests
during compaction to be processed quickly. With a query arrival rate of 30K/s, we conducted two
experiments. In Figure 9b, queries arrive uniformly, while in Figure 9c, the query arrival rate is
set to 15K/s, with each query having a 5% probability of triggering 20 queries simultaneously. Our
results show that all algorithms experience increased latency under the workload spike. However,
the latency of our EcoTune remains relatively stable, increasing by less than 2 times compared to
the uniform case.

We also find that the allocation of threads between MLC threads and query threads significantly
impacts query latency. Although allocating all available threads to MLC threads results in higher
average query throughput, it is suboptimal for query latency. With more MLC threads, the LSM-
tree completes compaction faster, but the query speed during compaction decreases. Conversely,
reserving more query threads leads to longer compaction times but higher query speed during
compaction. This trade-off is complex, and we are the first to experimentally study this issue.
Given 14 available threads, we vary the number of query threads from 4 to 10. The results are

shown in Figure 9. Although our EcoTune is not particularly designed for latency, we find that
EcoTune consistently exhibits the lowest latency regardless of thread allocation as it has higher
average query throughput3. Each policy experiences relatively high tail latency due to queuing
caused by compaction even under a low query arrival rate. In Figure 8, all algorithms achieve a
query throughput of more than 10 KOPS. However, in Figure 9a, all algorithms still exhibit a high
tail latency of several milliseconds. The reason for this is that when queries arrive as a stream, there
are moments when neither queries nor compaction tasks are present, leaving the CPU cores free.
At other times, compaction tasks may cause query requests to queue, resulting in higher latency.
In other words, the CPU cores for all algorithms are under-utilized. A potential solution to this
problem is to adjust the compaction policy based on the query arrival rate to ensure that the CPU
cores remain fully utilized. For example, if there are no incoming queries, all available threads
can be used to greedily compact sorted runs into the last level. In this scenario, there is no need
to reserve CPU or I/O resources for query processing. We propose this query-stream-dependent
compaction strategy as an interesting direction for future work.

5.4 Performance under Skewed YCSB workload
Our previous experiments were conducted with a uniform workload, where nearly all queries
required SSD I/Os. In this experiment, we use the YCSB benchmark to generate a skewed workload

3In fact, the queuing latency will finally become infinite if the query arrival speed is higher than the average query
throughput. We only measure the tail latency within a compaction round.
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Optane (KOPS) NVMe (KOPS)
EcoTune 174.80 122.86
Lazy Leveling 157.85 109.90
Leveling 29.52 23.09
Moose 142.11 104.07

Table 9. Average query throughput on different SSDs with YCSB workload.

consisting of 30% long-range scans and 70% point reads. The write speed is set to 100 MB/s. The
results, shown in Table 9, demonstrate that EcoTune outperforms lazy leveling by approximately 15%,
though this advantage is less pronounced compared to the uniformworkload. Conversely, EcoTune’s
advantage over the leveling policy is significantly greater, achieving 6× average throughput. The
reason is that aggressive compaction frequently invalidates cached data blocks, as reported by [83].
EcoTune uses an aggressive compaction policy at the beginning of a compaction round and the
leveling policy is aggressive all the time, which lower the cache hit rate for each algorithm.

5.5 Performance under High Parallelism and Different Write Speed
When sufficient CPU resources are available, the average query throughput is bottlenecked by
SSD bandwidth. In fact, our model does not differentiate between CPU or I/O bottlenecks. We also
conduct experiments at lower write speeds to demonstrate that our EcoTune performs well under
various settings.
High Parallelism Performance. In Figure 10a and Figure 10b, we use 64 threads to evaluate the
performance of different policies under high parallelism. The experiment targets the I/O bottleneck
cases, so we assign each thread its own CPU core to avoid any contention on CPU cores. Our
EcoTune outperforms all baselines.
The Impact of Write Speed. In previous experiments, we fixed the write speed at 100 MB/s,
which is significantly higher than most real-world workloads. We are also interested in examining
each compaction policy’s query performance when the write speed is lower. We vary the write
speed from 20 MB/s to 100 MB/s, with the long-range scan ratio set to 30%. The experimental
results are shown in Figure 10c anc Figure 10d. When the write speed is low, the leveling policy
achieves higher query throughput than the lazy leveling policy and Moose. A lower write speed
means a longer compaction round. For each compaction policy, the compaction time occupies a
small portion of the overall compaction round, and the leveling policy has fewer sorted runs and
faster query execution. Our EcoTune still identifies the optimal policy and achieves higher query
throughput than the leveling policy.

6 Conclusion
We have introduced a novel perspective on the compaction process in LSM-trees. Given a specific
write speed, our compaction policy aims to maximize average query throughput. We have observed
the competitive relationship between compaction and query operations. To address this, we propose
a DP algorithm that optimally balances the competition between compaction and queries.
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